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#### Abstract

We study the problem of k-dimensional linear agreement, whereby a group of agents is interested in computing $k$ independent weighted means of a global vector whose entries are known only by individual agents. This problem is motivated by applications in distributed computing and sensing, where agents seek to evaluate multiple independent functions at a common vector point by running a single distributed algorithm. We propose the use of linear network protocols for this task, and we show that linear dynamics can agree on quantities that are oblique projections of the global vector onto certain subspaces. Moreover, we provide algebraic necessary and sufficient conditions that characterize all agreement protocols that are consistent with a certain graph, we propose a design procedure for constructing such protocols, and we study what classes of graphs can achieve agreement on arbitrary weights. Overall, our results suggest that k-dimensional agreement requires the use of communication graphs with higher connectivity compared to standard consensus algorithms; more precisely, we relate the existence of Hamiltonian decompositions in a graph with the capability of that graph to sustain an agreement protocol. The applicability of the framework is illustrated via simulations for two problems in robotic formation and in distributed regression.


## I. Introduction

COORDINATION and consensus protocols are central to many network synchronization problems, including rendezvous, distributed convex optimization, and distributed computation and sensing. An extensive literature is available on consensus-based processes, whereby the states of the network nodes asymptotically compute a common value that is a weighted average of the initial estimates available locally at the agents (see, for example, the representative works in context [1]-[3]). On the other hand, in several applications it is instead of interest to compute, asymptotically, $k>1$ independent weighted averages (here, "independent" means that the vectors of weights are linearly independent) of the initial estimates. Relevant examples of this problem include distributed computation [4], [5], where the weighting accounts for different desired outcomes, task allocation algorithms [6], where weights account for heterogeneous computational capabilities, distributed sensing [7], [8], where the weighting is proportional to the accuracy of each sensing device, and
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Fig. 1: Communication complexity of running $k$ consensus algorithms in parallel vs one $k$-dimensional agreement algorithm (proposed in this paper) to compute $k=\left\lfloor\frac{n}{2}\right\rfloor$ weighted average means of a global quantity. (a) and (c) Erdős-Rényi network model. (b) and (d) Barabasi-Albert model. Bars denote the average number of transmissions per iteration per agent. See Example 3.4
robotic formation [9], where one agent would like to achieve a certain configuration relative to another agent.
Mathematically, given a vector $x_{0} \in \mathbb{R}^{n}$ of initial states or estimates - with each entry available locally at a single agent - and an arbitrary matrix $W \in \mathbb{R}^{n \times n}$ of rank $1 \leq k \leq n-1$ describing the desired weights, we say that the group reaches a $k$-dimensional agreement if, asymptotically, the agents' states converge to $W x_{0}$. We model the communication between agents using a directed graph; our goal is to identify what classes of graphs are sufficiently rich to enable $k$-dimensional agreement and to determine, when possible, a distributed agreement protocol compatible with such a graph.

A natural approach to this problem consists in executing $k$ classical consensus algorithms [2] in parallel, each designed to converge to one of the independent weighted means. However, the communication and computational complexities of such an approach do not scale with the network size; thus, our objective here is to achieve agreement by running a single distributed algorithm. A comparison of the communication load involved by $k$ parallel consensus algorithms and the proposed $k$-dimensional agreement method is exemplified in Fig. 1 (simulation details are provided in Example 3.4.

Related work. The agreement protocol studied in this work
stems from the problem of distributed consensus. Because of their centrality, consensus algorithms have been extensively studied in the literature. A list of representative topics (necessarily incomplete) includes: sufficient and/or necessary conditions to reach consensus are provided in [2], [10]-[14], time delays are accounted in [12], consensus with arbitrary objective maps is studied in [15], the alternating direction method of multipliers (ADMM) is used in [16], [17] with linear ADMM-based protocols studied in [18], convergence rate is considered in [19], [20], and robustness in [21], [22]. Differently from constrained consensus problems [23], [24], where the agents' states must satisfy agent-dependent constraints during transients and the asymptotic value lies in the intersection of the constraint sets, in our setting the values are instead constrained at convergence, and thus state of the agents may not converge to identical values. In Pareto optimal distributed optimization [25], the group of agents cooperatively seeks to determine the minimizer of a cost function that depends on agent-dependent decision variables. Clusteringbased consensus [26]-[28] is a closely-related problem where the states of agents in the same cluster of the graph converge to identical values, while inter-cluster states can differ. Differently from this setting, which is obtained by using weakly-connected communication graphs to separate the state of different communities, in this work we focus on cases where the asymptotic state of each agent depends on every other agent in the network. To the best of our knowledge, agreement problems exhibiting this dependence where the agents' states do not converge to identical values have not been studied. A relevant exception is the problem of scaled consensus considered in [29], where agents agree on subspaces of dimension $k=1$. In this paper, we tackle the more general problem $k \geq 1$; as shown shortly below, the extension to $k>1$ is non-trivial since standard assumptions made for consensus are not sufficient to guarantee agreement (see Example 4.5).

Contributions. The contribution of this work is fourfold. First, we formulate the problem of $k$-dimensional agreement and we propose the use of continuous-time linear network protocols to achieve this objective. We then show that by using linear protocols the set of agents can compute, asymptotically, points that are oblique projections of the vector of initial estimates. Conversely, we also show that, given any desired oblique projection of the initial estimates, it is always possible to design a corresponding agreement protocol provided that the underlying communication graph is sufficiently connected. In this case, we provide an algorithm to design agreement protocols. Second, for sparse communication graphs, we provide an algebraic characterization of all protocols (consistent with a certain communication graph) that guarantee agreement. Further, we show how such conditions can be used to design efficient numerical algorithms that yield fast agreement. Third, by using the stated characterization, we provide graphtheoretic necessary and sufficient conditions to check whether a graph can sustain agreement dynamics. Our necessary conditions illustrate that widely-adopted graphs, such as the line and circulant topologies, can admit agreement protocols on subspaces of dimension at most $k=1$. Our sufficient conditions show that graphs that admit independent Hamiltonian
decompositions can always sustain agreement protocols on arbitrary weights. Fourth, we show that agreement algorithms can be adapted to account for cases where the local estimates are time-varying and, in this case, we prove convergence of these algorithms in the form of an input-to-state stability-type bound. Finally, we illustrate the applicability of the framework on regression and robotic coordination problems through a set of simulations.

Organization. Section II introduces basic concepts and Section III formalizes the problem. Section IV studies agreement protocols over complete graphs, Section $\bar{\square}$ illustrates our algebraic characterization of agreement protocols and illustrates numerical methods to compute agreement algorithms, Section VI provides graph-theoretic conditions for agreement. Section VII extends the approach to tracking problems and Section VIII illustrates the techniques via numerical simulations. Conclusions and directions are discussed in Section IX

## II. Preliminaries

We first introduce some basic notions used in the paper.
Notation. We denote by $\mathbb{N}_{>0}=\{1,2, \ldots\}$ the set of positive natural numbers, by $\mathbb{C}$ the set of complex numbers, and by $\mathbb{R}$ the set of real numbers. Given $x \in \mathbb{C}, \Re(x)$ and $\Im(x)$ denote its real and imaginary parts, respectively. Given vectors $x \in \mathbb{R}^{n}$ and $u \in \mathbb{R}^{m}$, we let $(x, u) \in \mathbb{R}^{n+m}$ denote their concatenation. We denote by $\mathbb{1}_{n} \in \mathbb{R}^{n}$ the vector of all ones, by $I_{n} \in \mathbb{R}^{n \times n}$ the identity matrix, by $\mathbb{D}_{n, m} \in \mathbb{R}^{n \times m}$ the matrix of all zeros (subscripts are dropped when dimensions are clear from the context). Given $A \in \mathbb{R}^{n \times n}$, we denote its spectrum by $\sigma(A)=\{\lambda \in \mathbb{C}: \operatorname{det}(\lambda I-A)=0\}$, and by $\lambda_{\text {max }}(A)=\max \{\Re(\lambda): \lambda \in \sigma(A)\}$ its spectral abscissa; also, we use the notation $A=\left[a_{i j}\right]$, where $a_{i j}$ is the element in row $i$ and column $j$ of $A$. Given $A \in \mathbb{R}^{n \times m}, \operatorname{Im}(A)$ and $\operatorname{ker}(A)$ denote its image and null space, respectively. Given a polynomial with real coefficients $p(\lambda)=\lambda^{n}+p_{1} \lambda^{n-1}+\cdots+$ $p_{n}, p(\lambda)$ is stable if all its roots have negative real part.

Graph-theoretic notions. A directed graph (abbreviated digraph $)$, denoted by $\mathcal{G}=(\mathcal{V}, \mathcal{E})$, consists of a set of nodes $\mathcal{V}=\{1, \ldots, n\}$ and a set of directed edges $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$. An element $(i, j) \in \mathcal{E}$ denotes a directed edge from node $j$ to $i$. We will often use the notion of weighted digraph $\mathcal{G}=(\mathcal{V}, \mathcal{E}, A)$, where $A \in \mathbb{R}^{n \times n}$ is the graph's adjacency matrix; $A=\left[a_{i j}\right]$ satisfies $a_{i j} \neq 0$ only if $(i, j) \in \mathcal{E}$ and $a_{i j}=0$ if $(i, j) \notin \mathcal{E}$. More generally, for fixed $\mathcal{G}$ and $A \in \mathbb{R}^{n \times n}$, we say that $A$ is consistent with $\mathcal{G}$ if $A$ is has the zero-nonzero pattern of an adjacency matrix for $\mathcal{G}$. The set of (in)neighbors of $i \in \mathcal{V}$ is $\mathcal{N}_{i}=\{j \in \mathcal{V} \backslash\{i\}:$ $(i, j) \in \mathcal{E}\}$. A graph is complete if there exists an edge connecting every pair of nodes, and is sparse otherwise. A path in $\mathcal{G}$ is a sequence of edges $\left(e_{1}, e_{2}, \ldots\right), e_{j} \in \mathcal{E}$ for all $j=1,2, \ldots$, such that the initial node of each edge is the final node of the preceding edge. Notice that a path may contain repeated edges and, also, going along the path one may reach repeated nodes. The length of a path is the number of edges contained in the sequence $\left(e_{1}, e_{2}, \ldots\right)$. A graph is strongly connected if, for any $i, j \in \mathcal{V}$, there is a directed path from $i$ to $j$. A closed path is a path whose initial and
final vertices coincide. A closed path is a cycle if, going along the path, one reaches no node, other than the initialfinal node, more than once. A cycle of length equal to one is a self cycle. We say that $\mathcal{G}_{1}, \ldots, \mathcal{G}_{m} \subseteq \mathcal{G}$ is a decomposition of $\mathcal{G}$ if the $\mathcal{G}_{i}$-s are pairwise disjoint and the union of the node sets of the $\mathcal{G}_{i}$-s is the node set of $\mathcal{G}$. A Hamiltonian cycle is a cycle that visits every node of $\mathcal{G}$ exactly once [30]. A Hamiltonian decomposition is a decomposition of $\mathcal{G}$ such that each subgraph $\mathcal{G}_{i}$ is a Hamiltonian cycle. (Notice that not all graphs admit a Hamiltonian decomposition; conversely, certain graphs admit multiple Hamiltonian decompositions.) A Hamiltonian $\ell$-decomposition is a Hamiltonian decomposition of some subgraph of $\mathcal{G}$ with $\ell$ nodes, see Fig. 2 for illustration.

Structural analysis and sparse matrix spaces. We rely on the structural approach to systems theory proposed in [31], [32]. We are concerned with linear subspaces obtained by forcing certain entries of the matrices in $\mathbb{R}^{n \times n}$ to be zero. More precisely, given a digraph $\mathcal{G}$, we define $\mathcal{A}_{\mathcal{G}}$ to be the vector space in $\mathbb{R}^{n \times n}$ that contains all matrices that are consistent with $\mathcal{G}$, and whose nonzero entries are independent parameters. The vector space $\mathcal{A}_{\mathcal{G}}$ can be represented by a $n \times n$ structure matrix $\mathbf{A}_{\mathcal{G}}$, whose entries are either algebraically independent parameters in $\mathbb{R}$ (denoted by $*$ ) or fixed zeros (denoted by $0)$. We define a vector of parameters $a=\left(\left\{a_{i j}\right\}_{(i, j) \in \mathcal{E}}\right)$ such that $\mathbf{A}_{\mathcal{G}}(a)$ defines a numerical realization of the structured matrix $\mathbf{A}_{\mathcal{G}}$, namely, $\mathbf{A}_{\mathcal{G}}(a) \in \mathcal{A}_{\mathcal{G}}$. For instance, for the graph in Fig. 2, we have

$$
\mathbf{A}_{\mathcal{G}}=\left[\begin{array}{cccc}
* & 0 & * & 0 \\
* & 0 & * & 0 \\
0 & * & 0 & * \\
0 & * & 0 & 0
\end{array}\right], \mathbf{A}_{\mathcal{G}}(a)=\left[\begin{array}{cccc}
a_{11} & 0 & a_{13} & 0 \\
a_{21} & 0 & a_{23} & 0 \\
0 & a_{32} & 0 & a_{34} \\
0 & a_{42} & 0 & 0
\end{array}\right],
$$

where $a=\left(a_{11}, a_{13}, a_{21}, a_{23}, a_{32}, a_{34}, a_{42}\right)$.
Projections and linear subspaces. We next recall some basic notions regarding projections in linear algebra (see, e.g., [33]). Two vectors $x, y \in \mathbb{R}^{n}$ are orthogonal if $x^{\top} y=0$; the orthogonal complement of $\mathcal{M} \subset \mathbb{R}^{n}$ is a linear subspace defined as $M^{\perp}:=\left\{x \in \mathbb{R}^{n}: x^{\top} y=0, \forall y \in \mathcal{M}\right\}$. Given two subspaces $\mathcal{M}, \mathcal{N} \subseteq \mathbb{R}^{n}$, the subspace $\mathcal{W} \subseteq \mathbb{R}^{n}$ is a direct sum of $\mathcal{M}$ and $\mathcal{N}$, denoted $\mathcal{W}=\mathcal{M} \oplus \mathcal{N}$, if $\mathcal{M} \cap \mathcal{N}=\{0\}$, and $\mathcal{M}+\mathcal{N}=\{u+v: \quad u \in \mathcal{M}, v \in \mathcal{N}\}=\mathcal{W}$. The subspaces $\mathcal{M}, \mathcal{N} \subset \mathbb{R}^{n}$ are complementary if $\mathcal{M} \oplus \mathcal{N}=\mathbb{R}^{n}$. A matrix $\Pi \in \mathbb{R}^{n \times n}$ is called a projection in $\mathbb{R}^{n \times n}$ if $\Pi^{2}=\Pi$. Given complementary subspaces $\mathcal{M}, \mathcal{N} \subset \mathbb{R}^{n}$, for any $z \in \mathbb{R}^{n}$ there exists a unique decomposition of the form $z=x+y$, where $x \in \mathcal{M}, y \in \mathcal{N}$. The transformation $\Pi_{\mathcal{M}, \mathcal{N}}$, defined by $\Pi_{\mathcal{M}, \mathcal{N}} z:=x$, is called projection onto $\mathcal{M}$ along $\mathcal{N}$, and the transformation $\Pi_{\mathcal{N}, \mathcal{M}}$ defined by $\Pi_{\mathcal{N}, \mathcal{M}} z:=y$ is called projection onto $\mathcal{N}$ along $\mathcal{M}$. Moreover, the vector $x$ is the projection of $z$ onto $\mathcal{M}$ along $\mathcal{N}$, and the vector $y$ is the projection of $z$ onto $\mathcal{N}$ along $\mathcal{M}$. The projection $\Pi_{\mathcal{M}, \mathcal{M}^{\perp}}$ onto $\mathcal{M}$ along $\mathcal{M}^{\perp}$ is called orthogonal projection onto $\mathcal{M}$. Because the subspace $\mathcal{M}$ uniquely determines $\mathcal{M}^{\perp}$, in what follows we will denote $\Pi_{\mathcal{M}, \mathcal{M}} \perp$ in compact form as $\Pi_{\mathcal{M}}$. General projections that are not orthogonal are called oblique projections. We recall the following instrumental results.

Lemma 2.1: ( [33, Thm. 2.11 and Thm. 2.31]) If $\Pi \in$ $\mathbb{R}^{n \times n}$ is a projection with $\operatorname{rank}(\Pi)=k$, then there exists an


Fig. 2: (a) Illustration of a digraph and (b)-(c) associated Hamiltonian $\ell$ decompositions for $\ell \in\{1, \ldots, 4\}$. Notice that a graph might admit one, multiple, or no Hamiltonian $\ell$-decompositions.
invertible matrix $T \in \mathbb{R}^{n \times n}$ such that

$$
\Pi=T\left[\begin{array}{cc}
I_{k} & 0 \\
0 & 0
\end{array}\right] T^{-1}
$$

Moreover, if $\Pi$ is an orthogonal projection, then $T$ can be chosen to be an orthogonal matrix, i.e., $T T^{\top}=I$.

Lemma 2.2: ( [33, Thm. 2.26]) Let $\mathcal{M}, \mathcal{N}$ be complementary subspaces and let the columns of $V \in \mathbb{R}^{n \times k}$ and $W \in \mathbb{R}^{n \times k}$ form a basis for $\mathcal{M}$ and $\mathcal{N}^{\perp}$, respectively. Then $\Pi_{\mathcal{M}, \mathcal{N}}=V\left(W^{\top} V\right)^{-1} W^{\top}$.

Recall the following known properties [33, Thm. 1.60]:

$$
\begin{aligned}
\operatorname{Im}\left(M^{\top}\right) & =\operatorname{Im}\left(M^{\dagger}\right)=\operatorname{Im}\left(M^{\dagger} M\right)=\operatorname{Im}\left(M^{\top} M\right) \\
\operatorname{ker}(M) & =\operatorname{Im}\left(M^{\top}\right)^{\perp}=\operatorname{ker}\left(M^{\dagger} M\right)=\operatorname{Im}\left(I-M^{\dagger} M\right)
\end{aligned}
$$

From these properties, it follows from Lemma 2.2 that if $M \in$ $\mathbb{R}^{m \times n}$, then $\Pi_{\operatorname{Im}(M)}=M M^{\dagger}$ and $\Pi_{\operatorname{ker}(M)}=I-M^{\dagger} M$, where $M^{\dagger} \in \mathbb{R}^{n \times m}$ is the Moore-Penrose inverse of $M$.

## III. Problem Formulation

Consider $n$ agents whose communication topology is described by a digraph $\mathcal{G}=(\mathcal{V}, \mathcal{E}), \mathcal{V}=\{1, \ldots, n\}$; the state of the $i$-th agent, $i \in \mathcal{V}$, is $x_{i} \in \mathbb{R}$. We are interested in a model where each agent exchanges its state with its neighbors and updates it using the following dynamics:

$$
\begin{equation*}
\dot{x}_{i}=a_{i i} x_{i}+\sum_{j \in \mathcal{N}_{i}} a_{i j} x_{j}, \quad \forall i \in \mathcal{V} \tag{1}
\end{equation*}
$$

where $a_{i j} \in \mathbb{R},(i, j) \in \mathcal{E}$, is a weighting factor. Setting $A=$ $\left[a_{i j}\right]$ with $a_{i j}=0$ if $(i, j) \notin \mathcal{E}$, and $x=\left(x_{1}, \ldots, x_{n}\right)$, the dynamics can be written in vector form as:

$$
\begin{equation*}
\dot{x}=A x . \tag{2}
\end{equation*}
$$

We say that the network dynamics (2) reach a $k$-dimensional agreement if, asymptotically, each state variable converges to an (agent-dependent) weighted sum of the initial conditions $x(0)$, such that the value at convergence is confined to a subspace of dimension $k$. This notion is formalized next.

Definition 3.1: ( $k$-dimensional agreement) Let $k \in \mathbb{N}_{>0}$, $k \leq n-1$, and let $W \in \mathbb{R}^{n \times n}$ satisfy $\operatorname{rank}(W)=k$. The update (2) enables a $k$-dimensional agreement on $W$ if

$$
\begin{equation*}
\lim _{t \rightarrow \infty} x(t)=W x(0) \tag{3}
\end{equation*}
$$

for any $x(0) \in \mathbb{R}^{n}$.
In this paper, we are interested in cases where the matrix of weights $W$ is fixed but arbitrary; in these cases, we will say that (2) can reach an agreement on arbitrary weights.

Definition (3.1) formalizes a notion of "agreement" where, asymptotically, the state of all agents form a vector $x(t)$ that belongs to the $k$-dimensional space defined by $\operatorname{Im}(W)$. The notion of agreement generalizes the classical notion of consensus; notice, however, that reaching an agreement does not imply that the values of all state variables coincide asymptotically (i.e., it is not guaranteed that $\lim _{t \rightarrow \infty}\left\|x_{i}(t)-x_{j}(t)\right\|=0$, $i \neq j$ ). We discuss the relationship between $k$-dimensional agreement and classical consensus in the following remark.

Remark 3.2: (Relationship with consensus problems) In the special case where $k=1$, the matrix $W$ can be written as $W=v w^{\top}$ for some $v, w \in \mathbb{R}^{n}$. This corresponds to scaled consensus, studied in [29]. When, in addition, $v=\mathbb{1}$ and $w$ is such that $w^{\top} \mathbb{1}=1$, we recover the well-studied consensus problem [2]. When, additionally, $w=\frac{1}{n} \mathbb{1}$, we recover the average consensus problem [2, Sec. 2]. Notice that, $v=\mathbb{1}$ guarantees that all the state variables converge to the same quantity, namely, $\lim _{t \rightarrow \infty}\left\|x_{i}(t)-x_{j}(t)\right\|=0, \forall i, j \in \mathcal{V}$.

In what follows, we make the following assumption.
Assumption 1: (Strong connectivity) The communication digraph $\mathcal{G}$ is strongly connected.

This assumption is motivated by the following remark.
Remark 3.3: (Role of strong connectivity) When $\mathcal{G}$ is not strongly connected, then for any $A$ that is consistent with $\mathcal{G}$ at least one of the entries of the matrix exponential $\lim _{t \rightarrow \infty} e^{A t}$ is identically zero (this follows by recalling that $e^{A t}=\sum_{i=0}^{\infty} \frac{A^{i} t^{i}}{i!}$ and from [34, Cor 4.5]). Thus, when $\mathcal{G}$ is not strongly connected, an agreement cannot be reached on arbitrary weights (notice, however, that agreement might be reached on some weights $W$, with $W$ sparse).

We conclude this section by illustrating the applicability of the framework in applications in distributed computation.

Example 3.4: (Motivating example: distributed computation of $k$ weighted averages) Consider a scenario where each agent is interested in computing, using local communication only, an agent-dependent weighted mean (i.e., with agentdependent weights) of a certain quantity $x^{*}=\left(x_{1}^{*}, \ldots, x_{n}^{*}\right)$, where $x_{i}^{*} \in \mathbb{R}$ is known only by agent $i$. More formally, let $w_{i} \in \mathbb{R}^{n}$, with $w_{i}^{\top} \mathbb{1}=1$, denote desired weighting coefficients for agent $i$, with $k$ of these vectors being linearly independent; we are interested in guaranteeing that the internal state of each agent $x_{i}(t), i \in\{1, \ldots, n\}$, satisfies $\lim _{t \rightarrow \infty} x_{i}(t)=w_{i}^{\top} x^{*}$.

This problem emerges commonly in applications in distributed computing where each agent would like to evaluate an agentdependent function at the common point $x^{*}$, whose entries are known only locally. In fact, by denoting by

$$
f_{i}(x):=w_{i}^{\top} x, \quad i \in\{1, \ldots, n\}
$$

the objective is to design a distributed protocol of the form (2) that guarantees that $x_{i}(t) \rightarrow f_{i}\left(x^{*}\right)$ as $\left.t \rightarrow \infty\right)$. There are two natural approaches to this problem. The first (and more standard) consists in executing $k$ linear consensus algorithms in parallel [35], where the $i$-th algorithm is designed to converge asymptotically to $w_{i}^{\top} x^{*}$. A second solution, proposed in this work, consists in executing a single linear algorithm of the form (2). We next detail these two approaches and discuss their communication complexities.
(Approach 1) Consider $k$ duplicates of the agents' states $x^{(1)}, \ldots, x^{(k)} \in \mathbb{R}^{n}$, and let the $i$-th duplicate implement the protocol $\dot{x}^{(i)}=A^{(i)} x^{(i)}$. A simple choice to achieve $x^{(i)}(t) \rightarrow$ $\mathbb{1} w_{i}^{\top} x^{*}$ is to adopt a Laplacian-based consensus algorithm described by $x^{(i)}(0)=x^{*}$ and $A^{(i)}:=P^{(i)}-\operatorname{diag}\left(P^{(i)} \mathbb{1}\right)$, where $P^{(i)}$ is such that

$$
w_{i}^{\top}\left(P^{(i)}-\operatorname{diag}\left(P^{(i)} \mathbb{1}\right)\right)=0
$$

As shown in [35, Thm. 1], this choice guarantees $\lim _{t \rightarrow \infty} x^{(i)}(t)=\mathbb{1} w_{i}^{\top} x^{*}$, provided that $\mathcal{G}$ is strongly connected. Unfortunately, it is easy to see that the spatial and communication complexities of this approach do not scale well with the network size. Indeed, each agent must maintain $k$ independent scalar state variables and, at every time step, each agent must transmit these $k$ variables to all its neighbors. It follows that the per-agent spatial complexity is $\mathcal{O}(k)$ (since each agent maintains $k$ copies of a scalar state variable), and the per-agent communication complexity is $\mathcal{O}(k \cdot \operatorname{deg}(\mathcal{G}))$ (and thus is $\mathcal{O}(n \cdot \operatorname{deg}(\mathcal{G}))$ when $k$ is proportional to $n)$. Here, $\operatorname{deg}(\mathcal{G})$ denotes the largest in/out node degree in $\mathcal{G}$.
(Approach 2) To overcome the scalability issue associated with (Approach 1), we propose the use of a linear agreement protocol of the form (2) that achieves agreement as in (3). Here, $A$ is chosen as described shortly in Section V. In this case, the per-agent spatial complexity is $\mathcal{O}(1)$ since agents maintain a single scalar state variable, and the communication complexity is $\mathcal{O}(\operatorname{deg}(\mathcal{G}))$. Fig. 1 provides a comparison of the communication volumes of (Approach 1) and (Approach 2).

## IV. Characterization of the agreement space and AGREEMENT ALGORITHMS

In this section, we provide a characterization of the agreement space for (2); we also illustrate how to construct a matrix $A$ that defines the agreement protocol. We begin with the following instrumental result.

Lemma 4.1: (Spectral properties of agreement protocols) The update (2) reaches a $k$-dimensional agreement if and only if there exists a nonsingular $T \in \mathbb{R}^{n \times n}$ such that $A$ admits the following decomposition:

$$
A=T\left[\begin{array}{ll}
\mathbb{O} & \mathbb{0}  \tag{4}\\
\mathbb{O} & B
\end{array}\right] T^{-1}
$$



Fig. 3: (a) Illustration of the orthogonal projection of a vector $\xi \in \mathbb{R}^{3}$ onto $\mathcal{M} \subset \mathbb{R}^{3}$. (b) Illustration of complementary subspaces $\mathcal{M}, \mathcal{N} \in \mathbb{R}^{3}$ and oblique projection of $\xi$. Notice that the projection ray belongs to $\operatorname{span}(\mathcal{N})$.
where $B \in \mathbb{R}^{(n-k) \times(n-k)}$ satisfies $\lambda_{\max }(B)<0$.
Proof: (If) When (4) holds, we have that:
$\lim _{t \rightarrow \infty} x(t)=\lim _{t \rightarrow \infty} e^{A t} x(0)=\underbrace{T\left[\begin{array}{ll}I_{k} & \mathbb{0} \\ \mathbb{O} & \mathbb{O}\end{array}\right] T^{-1}}_{:=W} x(0)=W x(0)$.
(Only if) Since $\lim _{t \rightarrow \infty} e^{A t}$ exists, $\lambda_{\max }(A) \leq 0$; if $\lambda \in \sigma(A)$ and $\Re(\lambda)=0$, then $\lambda=0$ and its algebraic and geometric multiplicities coincide (see, e.g., [34, Thm 7.1]). It follows that $A$ must satisfy (4).

Lemma 4.1 shows that matrices $A$ that define agreement protocols satisfy two properties: (i) their spectrum is $\sigma(A)=$ $\{0\} \cup\left\{\lambda_{1}, \ldots, \lambda_{n-k}\right\}$, where $\Re\left(\lambda_{i}\right)<0$, and (ii) the eigenvalue $\lambda=0$ has identical algebraic and geometric multiplicities, which are equal to $k$.

In the following result, we characterize the class of matrices $W$ on which an agreement can be achieved.

Proposition 4.2: (Characterization of agreement space) Let $x(t)$ denote the solution of $2 \sqrt{2}$ with initial condition $x(0)$. If $\lim _{t \rightarrow \infty} x(t):=x_{\infty}$ exists, then there exist complementary subspaces $\mathcal{M}, \mathcal{N} \subset \mathbb{R}^{n}$ such that $x_{\infty}=\Pi_{\mathcal{M}, \mathcal{N}} x(0)$.

Proof: When (2) reaches an agreement, matrix $A$ reads as in (4), from which we obtain

$$
W=\lim _{t \rightarrow \infty} e^{A t}=T\left[\begin{array}{cc}
I_{k} & \mathbb{0} \\
\mathbb{O} & \mathbb{O}
\end{array}\right] T^{-1} .
$$

To conclude, notice that $W$ is a projection since $W^{2}=W$.
Proposition 4.2 provides a characterization of the class of weights on which an agreement can be reached: it asserts that linear protocols of the form (2) can agree on matrix weights that are oblique projections. Accordingly, the asymptotic value at agreement can be interpreted geometrically as the corresponding oblique projection of the initial conditions $x(0)$, cf. Fig. 3 for an illustration.

Remark 4.3: (Geometric interpretation of agreement space of consensus algorithms) In the case of consensus, the group of agents is known to converge to $\mathbb{1} w^{\top} x(0)$, where $w$ is a left eigenvector of $A\left(w^{\top} A=0\right.$ ) that satisfies $w^{\top} \mathbb{1}=1$ (see Remark 3.2). Proposition 4.2 provides a geometric interpretation of the consensus value: it shows that $\mathbb{1} w^{\top} x(0)=\Pi_{\mathcal{M}, \mathcal{N}}$, namely, the consensus value is the oblique projection of the initial conditions $x(0)$ onto $\mathcal{M}=\operatorname{Im}(\mathbb{1})$ along $\mathcal{N}=\operatorname{Im}(w)^{\perp}$ (see Lemma 2.2). In the case of average consensus, the value at convergence is $\frac{1}{n} \mathbb{1} \mathbb{1}^{\top} x(0)$, which is the orthogonal projection of $x(0)$ onto $\mathcal{M}=\operatorname{Im}(\mathbb{1})$.

It is now natural to consider the following converse question: given any pair of complementary subspaces $\mathcal{M}, \mathcal{N}$, is it possible to construct a matrix $A$ such that $\lim _{t \rightarrow \infty} x(t)=$ $\Pi_{\mathcal{M}, \mathcal{N}} x(0)$ ? The following result provides a positive answer to this question for the case where the digraph $\mathcal{G}$ is complete.

Proposition 4.4: (Existence of agreement algorithms over complete digraphs) Let $\mathcal{M}, \mathcal{N} \subset \mathbb{R}^{n}$ be complementary subspaces and $\mathcal{G}$ the complete graph with $|\mathcal{V}|=n$. Then, exists $A \in \mathbb{R}^{n \times n}$ such that the iterates (2) satisfy $\lim _{t \rightarrow \infty} x(t)=$ $\Pi_{\mathcal{M}, \mathcal{N}} x(0)$.

Proof: For any pair of complementary subspaces $\mathcal{M}, \mathcal{N}$, [33, Thm. 2.26] guarantees the existence of an oblique projection matrix $\Pi_{\mathcal{M}, \mathcal{N}}$. Moreover, by Lemma 2.1 there exists invertible $\bar{T} \in \mathbb{R}^{n \times n}$ such that $\Pi_{\mathcal{M}, \mathcal{N}}$ can be decomposed as

$$
\Pi_{\mathcal{M}, \mathcal{N}}=T_{\Pi}\left[\begin{array}{cc}
I_{k} & \mathbb{0} \\
\mathbb{O} & \mathbb{D}
\end{array}\right] T_{\Pi}^{-1}
$$

where $k=\operatorname{dim}(\mathcal{M})$. The statement follows by choosing $A$ as in (4) with $T=T_{\Pi}$ and by noting that, with this choice, $\lim _{t \rightarrow \infty} e^{A t} x(0)=\Pi_{\mathcal{M}, \mathcal{N}} x(0)$.

Proposition 4.4 shows that for any pair of complementary subspaces $\mathcal{M}, \mathcal{N}$, it is always possible to construct agreement protocols $A$ such that (2) converges to the projection $\Pi_{\mathcal{M}, \mathcal{N}} x(0)$. The proof of this result provides an explicit way to construct $A$ given $\mathcal{M}, \mathcal{N}$. We formalize a technique to construct agreement matrices $A$ by using ideas from Proposition 4.4 in Algorithm 1 We remark that matrices $A$ constructed from Proposition 4.4 or Algorithm 1 are, in general, non-sparse or non-consistent with a pre-specified digraph $\mathcal{G}$, and thus in general they can be interpreted as centralized algorithms.

```
Algorithm 1 Construction of agreement matrix \(A\)
Require: \(V \in \mathbb{R}^{n \times k}\) whose columns form a basis for \(\mathcal{M}\)
Require: \(U \in \mathbb{R}^{n \times k}\) whose columns form a basis for \(\mathcal{N}^{\perp}\)
    \(\Pi_{\mathcal{M}, \mathcal{N}} \leftarrow V\left(U^{\top} V\right)^{-1} U^{\top}\);
    Determine \(T\) such that \(\Pi_{\mathcal{M}, \mathcal{N}}=T\left[\begin{array}{cc}I_{k} & \mathbb{0} \\ \mathbb{O} & \mathbb{O}\end{array}\right] T^{-1}\);
    Choose \(B \in \mathbb{R}^{(n-k) \times(n-k)}\) such that \(\lambda_{\max }(B)<0\);
    return \(A=T\left[\begin{array}{cc}\mathbb{O}_{k} & \mathbb{1} \\ \mathbb{C} & B\end{array}\right] T^{-1}\);
```

It is thus natural to consider the question of whether a $k$ dimensional agreement can be achieved by protocols implemented over an arbitrary (non-complete) digraph $\mathcal{G}$ (provided that $\mathcal{G}$ satisfies suitable assumptions). The following example shows that an answer to this question is non-trivial: it shows that if $n=3$ and $k=2$, then agreement can be achieved only if $\mathcal{G}$ is the complete graph.

Example 4.5: (Not every digraph can reach $k \geq 2$ agreement on arbitrary weights) Assume that a network of $n=3$ agents is interested in agreeing on a space with $k=2$ by using a sparse communication graph $\mathcal{G}$. By using Lemma 4.1, (2) reaches an agreement if and only if $A$ can be diagonalized as:

$$
A=\underbrace{\left[\begin{array}{ccc}
t_{1} & t_{2} & t_{3}
\end{array}\right]}_{=T}\left[\begin{array}{ccc}
0 & 0 & 0  \tag{5}\\
0 & 0 & 0 \\
0 & 0 & \beta
\end{array}\right] \underbrace{\left[\begin{array}{ccc}
\tau_{1} & \tau_{2} & \tau_{3}
\end{array}\right]^{\top}}_{=T^{-1}}=\beta t_{3} \tau_{3}^{\top},
$$

for some $\beta, \Re(\beta)<0$, and some $T \in \mathbb{R}^{3 \times 3}$ invertible. Since $\mathcal{G}$ is sparse by assumption, at least one of the entries of $t_{3}$ or of $\tau_{3}$ must be equal to zero, which in turn implies that at least one of the rows of $A$ or at least one of the columns of $A$, respectively, must be identically zero. However, this implies that $\mathcal{G}$ is not strongly connected (see Remark 3.3), and thus at least one of the entries of $W=\lim _{t \rightarrow \infty} e^{A t}$ must be identically zero. The above discussion shows that if $\mathcal{G}$ is sparse, then it is not possible to achieve an agreement on arbitrary weights $W$ (notice, however, that agreement might be achieved to some, graph-dependent, weights $W$ ).

We remark that the above conclusion outlines an emerging behavior with respect to consensus - where strong connectivity of the graph is always sufficient to guarantee existence of a consensus protocol on arbitrary weights - as discussed next.

Remark 4.6: (Graphs that guarantee consensus on arbitrary weights) We recall that in the case of consensus or, more generally, scaled consensus $(k=1)$, the property of strong connectivity of the underlying digraph is sufficient to guarantee that consensus can be achieved on any arbitrary weighted average (see [35] for consensus or [29] for scaled consensus). More formally, $\forall W: \operatorname{rank}(W)=1, \exists A$ : $\lim _{t \rightarrow \infty} x(t)=W x(0)$. It follows from the discussion in Example 4.5 that agreement on subspaces of dimension $k \geq 2$ mandates the use of digraphs with higher connectivity as compared to the case of consensus.

Motivated by Example 4.5, in the subsequent section we investigate what properties of (sparse) $\mathcal{G}$ guarantee the existence of agreement protocols that are consistent with $\mathcal{G}$.

## V. Agreement algorithms over sparse Digraphs

Here, we focus on agreement protocols that are consistent with a given graph $\mathcal{G}$. We adopt the notation $\mathbf{A}_{\mathcal{G}}(a)$ to denote matrices for (2) that are consistent with $\mathcal{G}$ and whose entries are parametrized by the vector $a \in \mathbb{R}^{|\mathcal{E}|}$ (see Section III). Moreover, motivated by Proposition 4.2, we restrict ourselves to cases where $W$ is a projection matrix.

Assumption 2: (Matrix of weights is a projection) The matrix of weights $W$ is a projection onto a $k$-dimensional space, namely, $W^{2}=W$ and $\operatorname{rank}(W)=k$, with $k \in \mathbb{N}_{>0}$, $k \leq n-1$.

Building upon Assumption 2, in what follows we make use of the following decomposition for $W$ (see Lemma 2.1):

$$
W=T_{W}\left[\begin{array}{cc}
I_{k} & \mathbb{0}  \tag{6}\\
\mathbb{O} & \mathbb{1}
\end{array}\right] T_{W}^{-1} .
$$

Moreover, we often use the following notation:

$$
T_{W}=\left[\begin{array}{lll}
t_{1} & \cdots & t_{n}
\end{array}\right], \quad\left(T_{W}^{-1}\right)^{\top}=\left[\begin{array}{lll}
\tau_{1} & \cdots & \tau_{n} \tag{7}
\end{array}\right]
$$

where $t_{i} \in \mathbb{R}^{n}, i \in\{1, \ldots, n\}$, denotes the $i$-th column of $T_{W}$, and $\tau_{i} \in \mathbb{R}^{n}$ denote the $i$-th column of $T_{W}$ and the $i$-th row of $T_{W}^{-1}$, respectively, $i \in\{1, \ldots, n\}$.

## A. Algebraic conditions for agreement

We next provide an algebraic characterization of agreement protocols over sparse digraphs. Our characterization builds
upon a graph-theoretic interpretation of characteristic polynomials presented in [36], which we recall nex $1^{11}$ In what follows, we denote by $\mathcal{C}_{\ell}(\mathcal{G})$ the set of all Hamiltonian $\ell$-decomposition of the graph $\mathcal{G}$ (see Section III).

Lemma 5.1: ( [36, Thm. 1]) Let $\mathcal{G}$ be a digraph, let $A \in$ $\mathcal{A}_{\mathcal{G}}$, and $\operatorname{det}(\lambda I-A)=\lambda^{n}+p_{1} \lambda^{n-1}+\cdots+p_{n-1} \lambda+p_{n}$ denote its characteristic polynomial. Each coefficient $p_{\ell}, \ell \in$ $\{1, \ldots, n\}$, can be written as:

$$
p_{\ell}=\sum_{\xi \in \mathcal{C}_{\ell}(\mathcal{G})}(-1)^{d(\xi)} \prod_{(i, j) \in \xi} a_{i j}
$$

where $d(c)$ denotes the number of Hamiltonian cycles in $\xi$. $\square$
The lemma provides a graph-theoretic description of the characteristic polynomial: it shows that the $\ell$-th coefficient of $\operatorname{det}(\lambda I-A)$ is a sum of terms such that each summand is the product of edges in a Hamiltonian $\ell$-decomposition of $\mathcal{G}$. We illustrate the claim through an example.

Example 5.2: Consider the digraph in Fig. 2a). We have:

$$
A=\left[\begin{array}{cccc}
a_{11} & 0 & a_{13} & 0 \\
a_{21} & 0 & a_{23} & 0 \\
0 & a_{32} & 0 & a_{34} \\
0 & a_{42} & 0 & 0
\end{array}\right]
$$

and we refer to Fig. 2(b)-(c) for an illustration of all Hamiltonian $\ell$-decompositions for this graph. Lemma 5.1 yields:
$p_{1}=-a_{11}, \quad p_{3}=-a_{13} a_{21} a_{32}+a_{11} a_{23} a_{32}-a_{23} a_{42} a_{34}$,
$p_{2}=-a_{23} a_{32} \quad p_{4}=-a_{13} a_{21} a_{42} a_{34}+a_{11} a_{23} a_{34} a_{42}$.
Notice that each summand in $p_{\ell}$ is the product of weights in a Hamiltonian decomposition of the corresponding size.

We are now ready to state the following necessary and sufficient conditions for agreement.

Theorem 5.3: (Algebraic characterization of sparse agreement matrices) Let $\mathcal{G}$ be a digraph as in Assumption 1 , and let $W$ satisfy Assumption 2. The linear update $\dot{x}=\mathbf{A}_{\mathcal{G}}(a) x$ reaches a $k$-dimensional agreement on $W$ if and only if the following conditions hold simultaneously:
(i) $\quad \mathbf{A}_{\mathcal{G}}(a) t_{i}=0, \quad \tau_{i}^{\top} \mathbf{A}_{\mathcal{G}}(a)=0, \quad \forall i \in\{1, \ldots, k\}$;
(ii) The polynomial $\lambda^{n-k-1}+p_{1} \lambda^{n-k-2}+\cdots+p_{n-k-1}$, whose coefficients are defined as

$$
p_{\ell}=\sum_{\xi \in \mathcal{C}_{\ell}(\mathcal{G})}(-1)^{d(\xi)} \prod_{(i, j) \in \xi} a_{i j}, \quad \ell \in\{1, \ldots, n-k\},
$$

is stable.
Proof: (If) Let $A$ be any matrix that satisfies (i)-(ii). If $A$ is diagonalizable, then, by letting $T=\left(t_{1}, \cdots, t_{n}\right)$ be the matrix of its right eigenvectors and $\left(T^{-1}\right)^{\top}=\left(\tau_{1}, \cdots, \tau_{n}\right)$ be the matrix of its left eigenvectors, we conclude that $A$ satisfies (4) and thus the linear update reaches an agreement

[^1]on $W$. If $A$ is not diagonalizable, let $T$ be a similarity transformation such that $T^{-1} A T$ is in Jordan normal form:
\[

T^{-1} A T=\left[$$
\begin{array}{cccc}
J_{\lambda_{1}} & & & \\
& J_{\lambda_{2}} & & \\
& & \ddots & \\
& & & J_{\lambda_{n}}
\end{array}
$$\right], J_{\lambda_{i}}=\left[$$
\begin{array}{ccc}
\lambda_{1} & 1 & \\
& \ddots & \ddots \\
& & \lambda_{1}
\end{array}
$$\right]
\]

From (i) we conclude that $\lambda=0$ is an eigenvalue with algebraic multiplicity $k$, moreover, since the vectors $t_{i}$ are linearly independent (see (6)), we conclude that its geometric multiplicity is also equal to $k$, and thus all Jordan blocks associated with $\lambda=0$ have dimension 1. Namely, $J_{\lambda_{1}}=$ $\cdots=J_{\lambda_{k}}=0$. By combining this with (ii), we conclude that the characteristic polynomial of $A$ is

$$
\operatorname{det}(\lambda I-A)=\lambda^{n}+p_{1} \lambda^{n-1}+\cdots+p_{n-k-1} \lambda^{k-1}
$$

and, since by assumption such polynomial is stable, we conclude that all remaining eigenvalues $\left\{\lambda_{k+1}, \ldots, \lambda_{n}\right\}$ of $A$ satisfy $\Re\left(\lambda_{i}\right)<0$. Since all Jordan blocks associated with $\lambda=0$ have dimension 1 and all the remaining eigenvalues of $A$ are stable, we conclude that $A$ admits the representation (4) and thus the linear update reaches an agreement.
(Only if) We will prove this claim by showing that (4) implies (i)-(ii). To prove that (i) holds, we rewrite (4) as

$$
T^{-1} A T=\left[\begin{array}{ll}
\mathbb{0} & \mathbb{0} \\
\mathbb{O} & B
\end{array}\right],
$$

and, by taking the first $k$ columns of the above identity we conclude $A t_{i}=0, i \in\{1, \ldots, k\}$, thus showing that (i) holds. To prove that (ii) holds, notice that (4) implies that the characteristic polynomial of $A$ is a stable polynomial with $k$ roots at zero. Namely,

$$
\begin{aligned}
\operatorname{det}(\lambda I-A) & =\lambda^{k}\left(\lambda-\lambda_{1}\right)\left(\lambda-\lambda_{2}\right) \cdots\left(\lambda-\lambda_{n-k}\right) \\
& =\lambda^{n}+p_{1} \lambda^{n-1}+\cdots+p_{n-k-1} \lambda^{k-1}
\end{aligned}
$$

where $\Re\left(\lambda_{i}\right)<0, i \in\{1, \ldots, n-k\}$, and $p_{j}, j \in\{1, \ldots, n-$ $k-1\}$, are nonzero real coefficients. The statement (ii) thus follows by applying the graph-theoretic interpretation of the coefficients of the characteristic polynomial in Lemma 5.1 .

Theorem 5.3 provides an algebraic characterization of linear protocols that reach an agreement on arbitrary weights. Given a graph $\mathcal{G}$ and a matrix of weights $W$, the result can be used to construct agreement protocols consistent with $\mathcal{G}$ as follows: by interpreting the vector of edge parameters $a$ as an unknown and $p_{1}, \ldots p_{n-k}$ as pre-specified real numbers, conditions (i)-(ii) define a system of $2 n k$ linear equations and $n-k$ multilinear polynomial equations with $|\mathcal{E}|$ unknowns described by the vector $a$ and $n-k$ constants $p_{1}, \ldots p_{n-k}$.

We remark that solvability of (i)-(ii) is not guaranteed in general (except for some special cases, such as when the digraph is complete, see Proposition 4.4 and that existence of solutions depends upon: the connectivity of the underlying graph and on the choice of the constants $\left\{p_{1}, \ldots p_{n-k-1}\right\}$. In general cases, solvability can be assessed via standard techniques to solve systems of polynomial equations. We discuss one of these techniques in the following remark.

Remark 5.4: (Determining solutions to systems of polynomial equations) A powerful and general technique for solving systems of polynomial equations uses the tool of Gröbner bases, as applied using Buchberger's algorithm. The technique relies on transforming a system of polynomial equations into a canonical form, expressed in terms of a Gröbner basis, for which it then easier to determine a solution. We refer to [37], [38] for a complete discussion. Regarding assessing the existence of solutions, we remark that Hilbert's Nullstellensatz theorem provides a powerful tool for this task. In short, the theorem guarantees that a system of polynomial equations has no solution if and only if its Gröbner basis is $\{1\}$. In this sense, the Gröbner basis method provides an easy way to check solvability of (i)-(ii). We also note that the computational complexity of solving a system of polynomial equations via Gröbner bases is exponential [38] in general.

## B. Fast distributed agreement algorithms

The freedom in the choice of the parameters $p_{1}, \ldots p_{n-k}$ in the statement Theorem 5.3 suggests that a certain graph may admit an infinite number of compatible agreement protocols. For this reason, in this section, we will leverage such freedom to determine agreement protocols with maximal convergence rate. More precisely, we will investigate the following problem: given a digraph $\mathcal{G}$ and a matrix of weights $W$, determine an agreement protocol that is compatible with $\mathcal{G}$ such that (2) reaches an agreement on $W$ and such that its rate of convergence is maximal. This question can be posed as the following optimization problem:

$$
\begin{array}{cl}
\min _{A} & r(A) \\
\text { s.t. } & A \in \mathcal{A}_{\mathcal{G}}, \quad \lim _{t \rightarrow \infty} e^{A t}=W . \tag{8}
\end{array}
$$

In (8), $r: \mathbb{R}^{n \times n} \rightarrow \mathbb{R}$ is a function that measures the rate of convergence of $e^{A t}$ over time. The problem of determining the fastest distributed agreement algorithm (8) is closely related to the problem of fastest average consensus studied in [20]; the main difference is that while the average consensus problem is always feasible when $\mathcal{G}$ is strongly connected, there is no simple way to check feasibility of (8) for general graphs. (Notice that feasibility might fail when $A$ is not semi-convergent, and thus $\lim _{t \rightarrow \infty} e^{A t}=W$ does not exist). When $\mathcal{G}$ is the complete graph Proposition 4.4 guarantees that (8) is feasible.

When the optimization problem (8) is feasible, it is natural to consider two possible choices for the cost function $r(\cdot)$, motivated by the size of $\left\|e^{A t}\right\|$ as a function of time. The first limiting case is $t \rightarrow \infty$. In this case, we consider the following asymptotic measure of convergence motivated by [39, Ch. 14]:

$$
\begin{equation*}
r_{\infty}(A):=\lim _{t \rightarrow \infty} t^{-1} \log \left\|e^{A t}\right\|=\lambda_{\max }(A) \tag{9}
\end{equation*}
$$

where we recall that $\lambda_{\max }(A)$ denotes the spectral abscissa of $A$ (i.e., the largest real part of the eigenvalues of $A$, see Section III. The second limiting case is $t \rightarrow 0$. In this case, we consider the following measure of the initial growth rate
of $\left\|e^{A t}\right\|$ :

$$
\begin{align*}
r_{0}(A):=\left.\frac{d}{d t}\left\|e^{A t}\right\|\right|_{t=0} & =\lim _{t \downarrow 0} t^{-1} \log \left\|e^{A t}\right\| \\
& =\lambda_{\max }\left(\frac{A+A^{\top}}{2}\right) \tag{10}
\end{align*}
$$

where $\lambda_{\max }\left(\frac{A+A^{\top}}{2}\right)$ is the numerical abscissa of $A$ [39]. Accordingly, we have the following two results.

Proposition 5.5: (Fast agreement via spectral abscissa minimization) Assume that the optimization problem (8) is feasible, and let the performance measure be $r(\cdot)=r_{\infty}(\cdot)$. Any solution to the following optimization problem:

$$
\begin{align*}
\min _{a \in \mathbb{R}^{|\mathcal{E}|}} & \lambda_{\max }\left(\mathbf{A}_{\mathcal{G}}(a)\right)  \tag{11}\\
\text { s.t. } & \mathbf{A}_{\mathcal{G}}(a) t_{i}=0, \quad \tau_{i}^{\top} \mathbf{A}_{\mathcal{G}}(a)=0, \quad i \in\{1, \ldots, k\},
\end{align*}
$$

where $t_{i}, \tau_{i}$ are as in (7), is also a solution of (8).
Proof: Since the optimization problem $\sqrt{8}$ is feasible, condition (i) of Theorem 5.3 guarantees that (11) is also feasible and that $\lambda_{\max }\left(\mathbf{A}_{\mathcal{G}}(a)\right)<0$. Let $a^{*}$ denote a solution of (11), and let $A=\mathbf{A}_{\mathcal{G}}\left(a^{*}\right)$. By construction, we have $A \in \mathcal{A}_{\mathcal{G}}$, while the two constraints in (11), together with $\lambda_{\text {max }}(A)<0$ (which is guaranteed by feasibility), guarantee that $\lim _{t \rightarrow \infty} e^{A t}=W$, which shows that $a^{*}$ is a feasible point for (8). The claim thus follows by noting that the cost functions of 8 and that of 11 coincide.

Proposition 5.5 allows us to recast the optimization problem (8) as a finite-dimensional search over the vector of parameters $a \in \mathbb{R}^{|\mathcal{E}|}$. Unfortunately, even though the constraints of (11) are linear equalities, finding a solution may be computationally burdensome because the objective function (i.e., the spectral abscissa) is not convex (in fact, it is not even Lipschitz [40]). On the other hand, we have the following.

Proposition 5.6: (Fast agreement via numerical abscissa minimization) Assume that the optimization problem (8) is feasible, and let the performance measure be $r(\cdot)=r_{0}(\cdot)$. Any solution to the following convex optimization problem:

$$
\begin{align*}
\min _{a \in \mathbb{R}^{\mathcal{E} \mid}} & \lambda_{\max }\left(\frac{\mathbf{A}_{\mathcal{G}}(a)+\mathbf{A}_{\mathcal{G}}(a)^{\top}}{2}\right)  \tag{12}\\
\text { s.t. } & \mathbf{A}_{\mathcal{G}}(a) t_{i}=0, \quad \tau_{i}^{\top} \mathbf{A}_{\mathcal{G}}(a)=0, \quad i \in\{1, \ldots, k\}
\end{align*}
$$

where $t_{i}, \tau_{i}$ are as in (7), is also a solution of (8).
Proof: The proof repeats the same steps as those in the proof of Proposition 5.5, by replacing the cost with 10 .

In contrast with the spectral abscissa formulation (9), the cost function in (12) is always convex in the parameter $a$, and thus a global solution of 12 can be computed efficiently.

## VI. Graph-theoretic conditions for agreement

Although Theorem 5.3 provides a way to construct agreement protocols that are consistent with a given graph, the system of algebraic equations in its statement may not admit a solution in general (see, e.g., Example 4.5). Motivated by this observation, in this section we provide necessary and sufficient conditions on the graph $\mathcal{G}$ that guarantee solvability of such a set of equations. We begin with a necessary condition.

Proposition 6.1: (Graph-theoretic necessary conditions) Let $\mathcal{G}$ satisfy Assumption 1 . There exists $a \in \mathbb{R}^{|\mathcal{E}|}$ such that the linear update $\dot{x}=\mathbf{A}_{\mathcal{G}}(a) x$ reaches a $k$-dimensional agreement on arbitrary weights only if

$$
\begin{equation*}
|\mathcal{E}| \geq k n \tag{13}
\end{equation*}
$$

Proof: It follows from the algebraic characterization in Theorem 5.3 that $\dot{x}=\mathbf{A}_{\mathcal{G}}(a) x$ reaches an agreement if and only if the following set of algebraic equations admit a solution $a$ :

$$
\begin{align*}
0 & =\mathbf{A}_{\mathcal{G}}(a) t_{i}, & & i \in\{1, \ldots, k\},  \tag{14a}\\
p_{\ell} & =\sum_{\xi \in \mathcal{C}_{\ell}(\mathcal{G})}(-1)^{d(c)} \prod_{(i, j) \in \xi} a_{i j}, & & \ell \in\{1, \ldots, n-k\} . \tag{14b}
\end{align*}
$$

The system of equations (14) to be solved consists of $n k$ linearly independent linear equations and $n-k$ nonlinear equations with $|\mathcal{E}|$ unknowns and $n-k$ arbitrarily chosen real numbers $p_{1}, \ldots, p_{n-k}$. Due to the invertibility of matrix $T$, the equations 14a are linearly independent, and thus generic solvability of (14) requires the following necessary condition $|a|=|\mathcal{E}| \geq n k$.

Condition (13) can be interpreted as a lower bound on the minimal graph connectivity that is required to achieve agreement. The condition shows that the number of edges in $\mathcal{G}$ must grow at least linearly with $k$ or with $n$. The following remark discusses the above bound when $k=1$.

Remark 6.2: (When $k=1, \sqrt{13}$ is always guaranteed under standard assumptions) By recalling that, when $k=$ 1 , strong connectivity is a sufficient condition to reach an agreement on arbitrary weights (see [29, Lemma 1]), and by noting that the graph with minimal edge-set cardinality that is strongly connected is the one-directional circular graph (see Fig. 4(a)), it follows that 13 is implicitly guaranteed for standard consensus protocols (i.e. $k=1$ ).

The necessary condition (13) has some important implications for agreement on two widely-studied topologies, namely, line and circulant digraphs; we discuss these cases next.

Remark 6.3: (Agreement over circulant digraphs) Consider the (one-directional) circulant topology in Fig. 4(a). In this case, $|\mathcal{E}|=2 n$ and thus $\sqrt{13}$ yields the necessary condition $k \leq 2$. Similarly, consider the (bi-directional) circulant topology in Fig. 4(b). Here, $|\mathcal{E}|=3 n$, and thus (13) yields the necessary condition $k \leq 3$. In words, the one-directional and bi-directional circulant digraphs allow agreement on subspaces of dimension at most 2 and 3 , respectively.

It is thus natural to ask the following question: given an arbitrary $k \in \mathbb{N}_{>0}$ and a circulant-type communication digraph where each agent communicates with $\alpha \in \mathbb{N}_{>0}$ neighbors (see Fig. 4(c)), what is the smallest $\alpha$ that is required to reach a $k$-dimensional agreement? By using (13) with $|\mathcal{E}|=n(\alpha+1)$, an answer to the above question is given by the necessary condition: $\alpha \geq k-1$, which illustrates that the communication degree $\alpha$ must grow at least linearly with $k$.

Remark 6.4: (Agreement over line digraphs) Consider the directed digraph with (bi-directional) line topology illustrated


Fig. 4: (a) One-directional circulant topology; (b)-(c) bi-directional circulant topology; (d)-(e) bi-directional line topology. The graph in (a) is the leastconnected graph that can reach an agreement on $k=1$ (see Remark 6.2. (a), (b), and (d) can reach agreement on subspaces of dimension at most $k=1$ (see Remarks 6.3 6.4. In (c) and (d), to reach agreement on arbitrary $k$, $\alpha$ must grow at least linearly with $k$ (see Remarks 6.3 6.4. In all plots, all nodes have self-cycles, which are omitted here for illustration purposes. Dashed lines illustrate the trend of edge increase as a function of $\alpha$.
in Fig. 4 d). In this case, $|\mathcal{E}|=n+2(n-1)$, and thus 17) yields $k \leq\left\lfloor\frac{3 n-2}{n}\right\rfloor$, which implies $k \leq 3$. Thus, similarly to the circulant digraphs, bi-directional line topologies allow agreement on subspaces of dimension at most 3 .

Conversely, it is natural to ask: given any arbitrary $k \in$ $\mathbb{N}_{>0}$ and a line-type communication digraph where each agent communicates with $\alpha \in \mathbb{N}_{>0}$ neighbors (see Fig. 4 (e)), what is the smallest $\alpha$ that is required to reach a $k$-dimensional agreement? By using (13) with $|\mathcal{E}|=n+\alpha n-\frac{\alpha}{2}\left(\frac{\alpha}{2}+1\right)$, simple computations yield the necessary condition: $\alpha \geq 2 k-$ 1. Not surprisingly, this condition is more stringent than the circulant topology case (cf. Remark 6.3) since the cardinality of the edge-set of the line topology is smaller than that of the circulant topology (due to the lack of symmetry in the head and tail nodes - see Fig. 4(e)).

The following result provides a graph-theoretic characterization of graphs that can achieve agreement on arbitrary weights.

Proposition 6.5: (Graph-theoretic sufficient conditions) Let $\mathcal{G}$ be a graph that satisfies Assumption 1 and let $|\mathcal{E}| \geq$ $n k+n-k$. If there exists a partitioning of the edge parameters $a=\left(\left\{a_{i j}\right\}_{(i, j) \in \mathcal{E}}\right)$ into two disjoint sets $a_{v}=\left\{a_{1}, \ldots a_{n-k}\right\}$ and $a_{c}=\left\{a_{n+1}, \ldots a_{|\mathcal{E}|}\right\}$ such that:
(i) For all $\ell \in\{1, \ldots, n-k\}$, there exists a Hamiltonian $\ell$-decomposition, denoted by $\mathcal{C}_{\ell}^{*}$, such that $a_{\ell} \in \mathcal{C}_{\ell}^{*}$;
(ii) Any edge in $\mathcal{C}_{\ell}^{*}$ other than $a_{\ell}$ belongs to $a_{c}$,
(iii) Any Hamiltonian $\ell$-decomposition other than $\mathcal{C}_{\ell}^{*}$ that contains edges in $a_{v}$ also contains at least one edge in $a_{c}$ that does not appear in $C_{\ell}^{*}$,
then, for any $W$ as in Assumption 2, there exists $a \in \mathbb{R}^{|\mathcal{E}|}$ such that the linear update $\dot{x}=\mathbf{A}_{\mathcal{G}}(a) x$ reaches a $k$-dimensional agreement on $W$.

Proof: Recall from Thm. 5.3 that $\dot{x}=\mathbf{A}_{\mathcal{G}}(a) x$ reaches an agreement if and only if there exists a stable polynomial

$$
\begin{equation*}
P(\lambda)=\lambda^{n-k-1}+p_{1} \lambda^{n-k-2}+\cdots+p_{n-k-1} \tag{15}
\end{equation*}
$$

with coefficients $p=\left(p_{1}, \ldots, p_{n-k}\right)$ such that there exists a solution $a^{*}$ to the following set of algebraic equations:

$$
\begin{align*}
0 & =\mathbf{A}_{\mathcal{G}}(a) t_{i}, & & i \in\{1, \ldots, k\},  \tag{16a}\\
p_{\ell} & =\sum_{\xi \in \mathcal{C}_{\ell}(\mathcal{G})}(-1)^{d(c)} \prod_{(i, j) \in \xi} a_{i j}, & & \ell \in\{1, \ldots, n-k\} . \tag{16b}
\end{align*}
$$

Hence, we prove this claim by showing that there exists a stable $P(\lambda)$ such that admit a solution. Let $P(\lambda)$ be chosen as follows:

$$
P(\lambda)=\left(\lambda-\alpha_{1}\right) \cdots\left(\lambda-\alpha_{n}\right)
$$

where its (either real or complex conjugate pairs) roots $\alpha_{i} \in$ $\mathbb{C}, i \in\{1, \ldots, n\}$, satisfy $\Re\left(\alpha_{i}\right)<0$. Notice that $\Re\left(\alpha_{i}\right)<0$ imply that all the coefficients $\left\{p_{1}, \ldots, p_{n-k}\right\}$ are non-negative. Since $\left\{\alpha_{1}, \ldots \alpha_{n}\right\}$ are arbitrary and for any such choice each element of $p=\left(p_{1}, \ldots, p_{n-k}\right)$ is non-negative, we will seek solutions of 17) in a neighborhood of $p=0$.

Since $\left(t_{1}, \ldots t_{k}\right)$ are given (and linearly independent), equation 16a defines a set of $n k$ linearly independent equations in the variables $a=\left(a_{c}, a_{v}\right)$, which we denote compactly as $0=h\left(a_{c}, a_{v}\right)$, where $h: \mathbb{R}^{|\mathcal{E}|} \rightarrow \mathbb{R}^{n k}$. Equation 16 b relates $p$ and $\left(a_{c}, a_{v}\right)$ by meas of a nonlinear mapping $p=g\left(a_{c}, a_{v}\right)$, where $g: \mathbb{R}^{|\mathcal{E}|} \rightarrow \mathcal{T}$ is a smooth mapping and $\mathcal{T}$ is smooth manifold in $\mathbb{R}^{n-k}$. Since $g(\cdot)$ is a multi-linear polynomial, it is immediate to verify that it admits the following decomposition:

$$
g\left(a_{c}, a_{v}\right)=\frac{\partial g}{\partial a_{v}} \cdot a_{v}
$$

By denoting in compact form

$$
\begin{aligned}
G\left(a_{c}, a_{v}\right) & :=\frac{\partial g}{\partial a_{v}} \in \mathbb{R}^{n-k \times n-k} \\
H\left(a_{c}, a_{v}\right) & :=\frac{\partial h}{\partial a_{v}} \in \mathbb{R}^{n k \times n-k}
\end{aligned}
$$

the system of equations 16 can be rewritten as

$$
\begin{align*}
& 0=H\left(a_{c}, a_{v}\right) a_{v}  \tag{17a}\\
& p=G\left(a_{c}, a_{v}\right) a_{v} \tag{17b}
\end{align*}
$$

As discussed above, we will now seek solutions to (17) in a neighborhood of $p=0$. By the inverse function theorem [41, Thm. 9.24], solvability of 17] in a neighborhood of $p=0$ is guaranteed when there exists a particular point $\left(a_{c}^{*}, a_{v}^{*}\right)$ such that $0=H\left(a_{c}^{*}, a_{v}^{*}\right) a_{v}^{*}=G\left(a_{c}^{*}, a_{v}^{*}\right) a_{v}^{*}$ and $G\left(a_{c}^{*}, a_{v}^{*}\right)$ is invertible. To show this, we first notice that $a_{v}^{*}=0$ is a solution of 177 for any $a_{c} \in \mathbb{R}^{|\mathcal{E}|-n+k}$. Thus, we are left to show that there exists a choice $a_{c}^{*}$ such that $G\left(a_{c}^{*}, a_{v}^{*}\right)$ is invertible. Thus, we will next provide an inductive method to construct $a_{c}^{*}$ such that $G\left(a_{c}^{*}, a_{v}^{*}\right)$ is diagonally dominant.
Let $a_{c}^{(1)} \in \mathbb{R}^{|\mathcal{E}|-n+k}$ be an arbitrary choice for $a_{c}$ such that all its entries are nonzero. Notice that condition (i) in the statement guarantees that there exists a nonzero product in entry $(1,1)$ of $G\left(a_{c}^{(1)}, a_{v}^{*}\right)$, while condition (ii) guarantees that such product is independent of $a_{v}^{*}$. Thus, by letting $G^{(1)}\left(a_{c}, a_{v}\right):=G\left(a_{c}, a_{v}\right)$, the matrix $G^{(1)}\left(a_{c}^{(1)}, a_{v}^{*}\right)$ can be partitioned as:

$$
G^{(1)}\left(a_{c}^{(1)}, a_{v}^{*}\right)=\left[\begin{array}{cc}
G_{11}^{(1)}\left(a_{c}^{(1)}\right) & G_{12}^{(1)}\left(a_{c}^{(1)}, a_{v}^{*}\right) \\
G_{21}^{(1)}\left(a_{c}^{(1)}, a_{v}^{*}\right) & G_{22}^{(1)}\left(a_{c}^{(1)}, a_{v}^{*}\right)
\end{array}\right]
$$

where $G_{11}^{(1)} \in \mathbb{R}, G_{12}^{(1)} \in \mathbb{R}^{1 \times n-k-1}, G_{21}^{(1)} \in \mathbb{R}^{n-k-1 \times 1}$, $G_{22}^{(1)} \in \mathbb{R}^{n-k-1 \times n-k-1}$. By condition (ii) and since all entries of $a_{c}^{(1)}$ are nonzero, we have $G_{11}^{(1)}\left(a_{c}^{(1)}\right) \neq 0$. Moreover, either no element of $a_{v}^{*}$ appears in any Hamiltonian 1-decomposition, in which case we have $G_{12}^{(1)}\left(a_{c}^{(1)}, a_{v}^{*}\right)=0$ or, otherwise, by condition (iii), each entry in $G_{12}^{(1)}\left(a_{c}^{(1)}, a_{v}^{*}\right)$ is described by a product that contains at least one scalar variable in $a_{c}^{(1)}$ that does not appear in $G_{11}^{(1)}\left(a_{c}^{(1)}\right)$. Denote such scalar variable by $\tilde{a}$ and notice that, by choosing $\tilde{a}$ sufficiently small, the first row of $G^{(1)}$ can be made diagonally dominant. Thus, we update $a_{c}^{(1)}$ as follows: $a_{c}^{(2)}=\min \left\{\tilde{a}, a_{c}^{(i)}\right\}$ (where the minimum is taken entrywise).

For the inductive step $i$, notice that $G^{(i)}\left(a_{c}^{(i)}, a_{v}^{*}\right)$ is diagonally dominant if $G_{22}^{(i)}\left(a_{c}^{(i)}, a_{v}^{*}\right)$ is diagonally dominant. Thus, by defining $G^{(i+1)}(\cdot, \cdot)=G_{22}^{(i)}(\cdot, \cdot), i \in\{1, \ldots, n-1\}$, by letting $a_{c}^{(i+1)}=\min \left\{\tilde{a}, a_{c}^{(i)}\right\}$ (entrywise minimum), and by iterating the argument, we conclude that $G\left(a_{c}^{(n-k)}, a_{v}^{*}\right)$ is diagonally dominant. Invertibility of $G\left(a_{c}^{*}, a_{v}^{*}\right)$ thus follows by letting $a_{c}^{*}=a_{c}^{(n-k)}$, which concludes the proof.

Proposition 6.5 provides a set of graph-theoretic properties that are sufficient to guarantee that a certain graph can sustain agreement protocols on arbitrary weights. The result identifies Hamiltonian decompositions as the fundamental component that guarantees the existence of agreement protocols. Indeed, as shown in the proof, the existence of $n-k$ independent Hamiltonian decompositions in $\mathcal{G}$ guarantees that $a$ can be chosen so that $n-k$ modes of $\mathbf{A}(a)$ are stable. Finally, we note that determining the Hamiltonian decompositions of a graph can be done efficiently in polynomial time $\mathcal{O}\left(n^{2}\right)$ by using, e.g., Palmer's Algorithm [42].

The usefulness of Proposition 6.5 depends largely on determining a partitioning of $a$ into two disjoint sets of variables $a_{v}$ and $a_{c}$. An algorithm to determine whether such partitioning exists can be constructed by using ideas similar to [43], where $a_{v}$ and $a_{c}$ are derived from a directed spanning tree of $\mathcal{G}$.

Remark 6.6: (Minimal graphs for agreement) It is worth noting that if $\mathcal{G}=(\mathcal{V}, \mathcal{E})$ admits the set of Hamiltonian $\ell$ decompositions $\mathcal{C}_{\ell}(\mathcal{G})$, then any graph $\mathcal{G}^{\prime}=\left(\mathcal{V}^{\prime}, \mathcal{E}^{\prime}\right)$ such that $\mathcal{V}^{\prime}=\mathcal{V}$ and $\mathcal{E} \subset \mathcal{E}^{\prime}$ has a set of Hamiltonian $\ell$-decompositions $\mathcal{C}_{\ell}^{\prime}(\mathcal{G})$ that satisfies $\mathcal{C}_{\ell}(\mathcal{G}) \subseteq \mathcal{C}_{\ell}^{\prime}(\mathcal{G})$. In other words, any graph obtained by adding edges to $\mathcal{G}$ admits a set of Hamiltonian $\ell$-decompositions that includes those of $\mathcal{G}$. It follows that if $\mathcal{G}$ admits agreement protocols on arbitrary weights, then any digraph obtained by adding edges to $\mathcal{G}$ will also admit agreement protocols on arbitrary weights.

We conclude this section by demonstrating the applicability of Proposition. 6.5 through an example.

Example 6.7: (Illustration of Hamiltonian decomposition condition) Consider the communication graph illustrated in Fig. 5(a). The corresponding agreement protocol is given by:

$$
\mathbf{A}_{\mathcal{G}}(a)=\left[\begin{array}{ccccc}
a_{11} & a_{12} & a_{13} & 0 & a_{15} \\
a_{21} & a_{22} & 0 & 0 & 0 \\
0 & a_{32} & a_{33} & a_{34} & 0 \\
0 & 0 & a_{43} & a_{44} & 0 \\
a_{51} & 0 & 0 & a_{54} & a_{55}
\end{array}\right]
$$


(a)

(b)

Fig. 5: (a) Example of a graph that can sustain a 2-dimensional agreement. (b) Graph obtained by adding green edges to (a); this graph can sustain a 3-dimensional agreement. See Example 6.7

By Proposition 6.1, a necessary condition for agreement is

$$
k \leq\left\lfloor\frac{|\mathcal{E}|}{n}\right\rfloor=\left\lfloor\frac{14}{5}\right\rfloor=2
$$

Thus, in what follows we fix $k=2$. To illustrate the conditions of Proposition 6.5, for simplicity, we let $a_{22}=a_{33}=a_{44}=$ $a_{55}=0$ (according to Remark 6.6, if the graph without selfcycles has an independent set of Hamiltonian decompositions, then the graph obtained by adding these self-cycles will retain the same set of decompositions). With this choice, the set of all Hamiltonian $\ell$-decompositions, $\ell \in\{1, \ldots, n-k\}$, is:

$$
\begin{align*}
\mathcal{C}_{1} & =\left\{\left\{a_{11}\right\}\right\} \\
\mathcal{C}_{2} & =\left\{\left\{a_{12}, a_{21}\right\},\left\{a_{34}, a_{43}\right\},\left\{a_{15}, a_{51}\right\}\right\} \\
\mathcal{C}_{3} & =\left\{\left\{a_{11}, a_{34}, a_{43}\right\},\left\{a_{13}, a_{21}, a_{32}\right\}\right\} \tag{18}
\end{align*}
$$

By selecting $a_{v}$ and $a_{c}$ as follows

$$
\begin{aligned}
& a_{v}=\left\{a_{11}, a_{12}, a_{13}\right\} \\
& a_{c}=\left\{a_{51}, a_{54}, a_{21}, a_{32}, a_{34}, a_{43}, a_{15}\right\}
\end{aligned}
$$

it follows that a set of Hamiltonian $\ell$-decompositions that satisfies the conditions in Proposition 6.5 is:

$$
\mathcal{C}_{1}^{*}=\left\{a_{11}\right\}, \quad \mathcal{C}_{2}^{*}=\left\{a_{12}, a_{21}\right\}, \quad \mathcal{C}_{3}^{*}=\left\{a_{13}, a_{21}, a_{32}\right\}
$$

Indeed, with this choice, the set of equations (14b) reads as:

$$
\left[\begin{array}{l}
p_{1} \\
p_{2} \\
p_{3}
\end{array}\right]=\left[\begin{array}{ccc}
-1 & 0 & 0 \\
0 & -a_{21} & 0 \\
a_{34} a_{43} & 0 & -a_{21} a_{32}
\end{array}\right]\left[\begin{array}{l}
a_{11} \\
a_{12} \\
a_{13}
\end{array}\right]-\left[\begin{array}{l}
0 \\
\gamma \\
0
\end{array}\right]
$$

where $\gamma=a_{34} a_{43}+a_{15} a_{51}$, which is generically solvable for any $\left(p_{1}, p_{2}, p_{3}\right) \in \mathbb{R}^{3}$. Indeed, any choice of weights such that $a_{21}>0$ and $\left|a_{21} a_{32}\right|>\left|a_{34} a_{43}\right|$ guarantees that the above matrix is invertible.

To achieve agreements on subspaces of dimension $k=3$, consider the graph in Fig. 5 (b) obtained by adding edges to the graph in Fig. 5 (a). The necessary condition (13) yields

$$
k \leq\left\lfloor\frac{|\mathcal{E}|}{n}\right\rfloor=\left\lfloor\frac{15}{5}\right\rfloor=3
$$

which is satisfied. The set of relevant Hamiltonian decompositions (18) modifies to:

$$
\begin{aligned}
& \mathcal{C}_{1}=\left\{\left\{a_{11}\right\}\right\} \\
& \mathcal{C}_{2}=\left\{\left\{a_{12}, a_{21}\right\},\left\{a_{34}, a_{43}\right\},\left\{a_{15}, a_{51}\right\},\left\{a_{23}, a_{32}\right\}\right\}
\end{aligned}
$$

By selecting $a_{v}$ and $a_{c}$ as follows

$$
\begin{aligned}
& a_{v}=\left\{a_{11}, a_{12}\right\} \\
& a_{c}=\left\{a_{13}, a_{23}, a_{45}, a_{35}, a_{51}, a_{54}, a_{21}, a_{32}, a_{34}, a_{43}, a_{15}\right\}
\end{aligned}
$$

a set of Hamiltonian $\ell$-decompositions that satisfies Proposition 6.5 is:

$$
\mathcal{C}_{1}^{*}=\left\{a_{11}\right\}, \quad \mathcal{C}_{2}^{*}=\left\{a_{12}, a_{21}\right\}
$$

thus showing that the sufficient conditions also hold.

## VII. Tracking dynamics for agreement

In analogy with classical consensus processes [44], agreement protocols can be modified to track (the oblique projection of) a time-varying forcing signal $u(t)$. Specifically, given a graph $\mathcal{G}$, consider the network process

$$
\begin{equation*}
\dot{x}=\mathbf{A}_{\mathcal{G}}(a) x+\dot{u}, \quad x(0)=u(0) \tag{19}
\end{equation*}
$$

where $a$ is chosen so that $\mathbf{A}_{\mathcal{G}}(a)$ is an agreement matrix (as in Theorem 5.3) and $u: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{n}$ is a continuouslydifferentiable function. In this framework, the $i$-th entry of $\dot{u}$ is known only by agent $i$, and the objective is to guarantee that $x(t)$ tracks a $k$-dimensional projection $W u(t)$ of $u(t)$ asymptotically. The protocol (19) can be interpreted as a generalization of the dynamic average consensus algorithm [44], where the communication matrix is an agreement matrix instead than a Laplacian. The following result characterizes the transient behavior of (19).

Proposition 7.1: (Convergence of dynamic agreement protocol) Consider the update (19) and let $\mathbf{A}_{\mathcal{G}}(a)$ be an agreement protocol on $W$ as in Theorem 5.3. Then, for all $t \geq 0$ :

$$
\begin{equation*}
\|x(t)-W u(t)\| \leq e^{-\hat{\lambda} t}\|x(0)-W u(0)\|+\frac{1}{\hat{\lambda}} \sup _{0 \leq \tau \leq t}\|\dot{u}(\tau)\| \tag{20}
\end{equation*}
$$

where $\hat{\lambda}=\lambda_{\max }\left(\frac{\mathbf{A}_{\mathcal{G}}(a)+\mathbf{A}_{\mathcal{G}}(a)^{\top}}{2}\right)$.
Proof: The proof is inspired from [44, Thm. 2] and extends the result to non Laplacian-based protocols and non weight-balanced digraphs. Let $W$ be decomposed as in (6), and consider the following decompositions for $T_{W}$ and $T_{W}^{-1}$ :

$$
T_{W}=\left[\begin{array}{ll}
T_{1} & T_{2}
\end{array}\right], \quad\left(T_{W}^{-1}\right)^{\top}=\left[\begin{array}{ll}
U_{1} & U_{2} \tag{21}
\end{array}\right]
$$

where $T_{1}, U_{1} \in \mathbb{R}^{n \times k}$ and $T_{2}, U_{2} \in \mathbb{R}^{n \times n-k}$. Let $e=x-W u$ denote the tracking error, and consider the change of variables $\bar{e}=T_{W}^{-1} e$. In the new variables:

$$
\begin{aligned}
\dot{\bar{e}} & =T_{W}^{-1}(\dot{x}-W \dot{u}) \\
& =T_{W}^{-1} A T_{W} \bar{e}+T_{W}^{-1} A W u+T_{W}^{-1} \dot{u}-T_{W}^{-1} W \dot{u} \\
& =T_{W}^{-1} A T_{W} \bar{e}+T_{W}^{-1} \dot{u}-T_{W}^{-1} W \dot{u}
\end{aligned}
$$

where the last identity follows by using (6), which implies $A W=0$. By substituting (21) and by noting that $T^{-1} W=$ $\left[\begin{array}{ll}U_{1} & 0\end{array}\right]^{\top}$ :

$$
\begin{align*}
\dot{\bar{e}} & =\left[\begin{array}{cc}
U_{1}^{\top} A T_{1} & U_{1}^{\top} A T_{2} \\
U_{2}^{\top} A T_{1} & U_{2}^{\top} A T_{2}
\end{array}\right] \bar{e}+\left[\begin{array}{c}
0 \\
U_{2}^{\top}
\end{array}\right] \dot{u} \\
& =\left[\begin{array}{c}
0 \\
U_{2}^{\top} A T_{2}
\end{array}\right] \bar{e}+\left[\begin{array}{c}
0 \\
U_{2}^{\top}
\end{array}\right] \dot{u} \tag{22}
\end{align*}
$$

where the last inequality follows by noting that $0=U_{1}^{\top} A T_{1}=$ $U_{1}^{\top}=A T_{1}$ according to condition (i) in Theorem 5.3 .

Next, decompose $e=\left(e_{1}, e_{2}\right)$ and $\bar{e}=\left(\bar{e}_{1}, \bar{e}_{2}\right)$, where $e_{1}, \bar{e}_{1} \in \mathbb{R}^{k}$ and $e_{2}, \bar{e}_{2} \in \mathbb{R}^{n-k}$, and notice that the following identities hold:

$$
\begin{equation*}
\bar{e}_{2}=U_{2}^{\top} e, \quad e=T_{2} \bar{e}_{2} \tag{23}
\end{equation*}
$$

The first identity follows immediately from (21), while the second follows from 21 and $\bar{e}_{1}(t)=0$ at all times. To see that $\bar{e}_{1}(t)=0 \forall t \geq 0$, notice that $\bar{e}_{1}(0)=U_{1}^{\top}(x(0)-u(0))=0$ thanks to the initialization (19), and $\dot{\bar{e}}_{1}=0$ according to 22). By using (23), we conclude that $\dot{e}=A e+\dot{u}$, from which 20) follows by noting that

$$
e(t)=\exp (A t) \cdot e(0)+\int_{0}^{t} \exp (A(t-\tau)) B \dot{u}(\tau) d \tau
$$

and by using $\|\exp (A t)\| \leq \exp \left(-\lambda_{\max }\left(\frac{\mathbf{A}_{\mathcal{G}}(a)+\mathbf{A}_{\mathcal{G}}(a)^{\top}}{2}\right) t\right)$.
The error bound 20 shows that the dynamics $\sqrt{19}$ are input-to-state stable with respect to $\dot{u}$. The bound 200 guarantees that for any forcing signal $u(t)$ with bounded timederivative the tracking error $\|x(t)-W u(t)\|$ is bounded at all times. One important implication follows from the statement of the proposition as a subcase: if $\lim _{t \rightarrow \infty} \dot{u}(t)=0$ and thus $\lim _{t \rightarrow \infty} u(t)=u^{*} \in \mathbb{R}^{n}$, then $\lim _{t \rightarrow \infty} x(t)=W u^{*}$.

## VIII. Applications and numerical validation

In this section, we expand on the distributed computation of averages scenario discussed in Example 3.4 by illustrating our theoretical findings via numerical simulations. We consider two application scenarios.

Applications to sensor measurement de-noising. We consider a problem in distributed computation characterized by a regression model of the form $y=H \theta$, where $H \in \mathbb{R}^{n \times k}, n>$ $k$ and $\theta$ is an unknown parameter. We assume that each agent $i$ can sense the $i$-th entry of vector $y$, denoted by $y_{i}$, and is interested in computing the point $\hat{y}_{i}$ that is the closest to $y_{i}$ according to the regression model. To this end, we consider the following regression problem:

$$
\begin{equation*}
\theta_{\mathrm{ls}}:=\arg \min _{\theta}\|H \theta-y\| \tag{24}
\end{equation*}
$$

It is well-known that $\theta_{\text {ls }}$ can be obtained by setting the gradient of $\|H \theta-y\|^{2}$ equal to zero, which yields $0=\nabla_{\theta} \| H \theta-$ $y \|^{2}=2 H^{\top} H \theta-2 H^{\top} y$ and thus, when $H^{\top} H$ is invertible, we have $\theta_{\text {ls }}=\left(H^{\top} H\right)^{-1} H^{\top} y$. Hence, the desired vector to be computed by the agents (de-noised measurements) is

$$
\hat{y}=H \theta_{\mathrm{ls}}=H\left(H^{\top} H\right)^{-1} H^{\top} y
$$

which is the orthogonal projection of $y$ onto $\operatorname{Im}(H)$. For figure illustration purposes, in our simulations, we consider the case $n=50$ (meaning $n=50$ agents or sensors in the network) and $k=2$ (meaning the sensor measurements can be interpolated using a line). In our simulations, we computed an agreement protocol by using the optimization problem (12) with agreement weights $W=H\left(H^{\top} H\right)^{-1} H^{\top}$ implemented on the circulant graph in Fig. 4 (c) with $\alpha=4$ in/out neighbors. Fig. 6(b) shows the time evolution of the agents states
and Fig. 6(a) shows the sampling points $y$ and asymptotic estimates $\hat{y}$ in comparison with the true regression model. As expected, the distributed algorithm (1) allows the agents to denoise the $n=50$ sensor measurement, yielding the best linear approximation of the collected data samples. Fig. 6(b) shows the trajectories of the agents states. As expected, at convergence, the states of the agents do not coincide, instead, the agreement state is a 50 -dimensional vector constrained on a 2-dimensional space.

Applications to robotic formation control. We next illustrate how agreement protocols can be applied to solve formation control problems [9] in multi-agent robotic networks. Consider a team of $n=8$ single-integrator robots initially arranged at equal intervals around a unit circle (grey lines in Fig. 7(a)-(c)). By using $x-$ and $y$-coordinates to describe the robots positions, we use $x_{0}=$ $\left(\cos (0), \sin (0), \cos \left(\frac{\pi}{4}\right), \sin \left(\frac{\pi}{4}\right), \ldots, \cos \left(\frac{7 \pi}{4}\right), \sin \left(\frac{7 \pi}{4}\right)\right) \in \mathbb{R}^{16}$. Fig. 7 illustrates the trajectories of the robots obtained by using the 2D agreement protocol

$$
\dot{x}=\left(A \otimes I_{2}\right) x, \quad x(0)=x_{0}
$$

using the circulant communication graph illustrated in Fig. 7(b) with $\alpha=4$. For comparison, in Fig. 7(a) and (d) we illustrate the trajectories obtained by a consensus algorithm described by weights $W=\frac{1}{n} \mathbb{1} \mathbb{1}^{\top}$. As expected, the robots meet at the point $(0,0)$, thus achieving rendezvous [9]. In Fig 7 (b) and (e), we illustrate the trajectories resulting from running an agreement protocol (computed by solving $\boxed{12}$ ) with weights $W=\Pi_{\mathcal{M}}$, where $\Pi_{\mathcal{M}}$ is the orthogonal projection onto $\mathcal{M}=\operatorname{ker}\left(M_{1}\right) \subset \mathbb{R}^{8}$ with

$$
M_{1}=\left[\begin{array}{cccccccc}
1 & -1 & -1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & -1 & -1 & 1
\end{array}\right]
$$

The matrix $M_{1}$ encodes attraction and repulsion forces between certain robots at convergence. Indeed, by recalling that the agreement value is $x(\infty)=\Pi_{\mathcal{M}} x(0)$, it follows that at steady state the agents positions satisfy $M_{1} x(\infty)=0$. Hence, the rows of $M_{1}$ are interpreted as algebraic constraints on the asymptotic agreement value. From Fig 7 (b), which reports the corresponding time-evolution of the $x$ - and $y$-coordinates of the robots, we observe that the robots asymptotically achieve a formation that is characterized by a 2 -dimensional subspace. Finally, Fig.s 7(d) and (f) illustrate the trajectories of the robots generated by an agreement protocol (computed by solving (11) where the weights are described by an oblique projection $W=\Pi_{\mathcal{M}, \mathcal{N}}$, where $\mathcal{M}=\operatorname{ker}\left(M_{1}\right) \subset \mathbb{R}^{8}$ and $\mathcal{N}=\operatorname{Im}\left(N_{1}\right) \subset \mathbb{R}^{8}$ with

$$
N_{1}^{\top}=\left[\begin{array}{cccccccc}
-1 & 5 & 5 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 5 & 5 & -1
\end{array}\right]
$$

The use of an oblique projection can be interpreted as a nonhomogeneous weighting for the vector that defines the final configuration. Indeed, as shown by the figure, in this case, the robots no longer meet "halfway", instead, robots 2 and 3 [respectively, 6 and 7] travel a longer distance as opposed to robots 1 and 4 [respectively, 5 and 8]).


Fig. 6: Application of agreement protocols to solve regression problems. Each agent can measure a sample $y_{i}$ (represented by diamond markers) and cooperatively computes the projection of $\hat{y}_{i}$ onto the range of the regression matrix $H$ (represented by circle markers), see (24). In (a), continuous lines illustrate the time evolution of the states of 1). (b) Time evolution of the trajectories of 1 .

## IX. Conclusions

We have studied the problem of $k$-dimensional agreement in multi-agent systems, whereby the agents are interested in agreeing on a quantity that belongs to a certain ( $k$ dimensional) subspace without necessarily agreeing on common quantities. We showed that, in general, agreement protocols require communication graphs that are more connected than those needed to achieve consensus, which corresponds to the subcase $k=1$. To this end, we provided both algebraic and graph-theoretic conditions to identify graphs that can sustain agreement protocols. Our approach provides a graph-theoretic condition that is sufficient to conclude that a certain graph can sustain an agreement protocol but we conjecture this class is much larger in practice. Thus, this work opens the opportunity for several directions for future research, including the possibility of using nonlinear dynamics for agreement, the development of algorithms to compute the agreement weights in a distributed fashion, as well the synthesis of distributed and scalable coordination algorithms to solve optimization problems over networks, where the number of agents and the number of primal variables are of the same order.
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