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Abstract

We study the stability properties of the interconnection of an LTI dynamical plant and a controller
that generates control signals that are maliciously compromised by an attacker. We consider two classes
of controllers: a static output-feedback controller, and a dynamical gradient-flow controller that seeks
to steer the output of the plant towards the solution of a convex optimization problem. We analyze the
stability of the system under a class of switching attacks that persistently modify the control inputs gen-
erated by the controllers. The stability analysis leverages the framework of Hybrid Dynamical Systems,
Lyapunov-based arguments for switching systems with unstable modes, and singular perturbation theory.
Our results show that the stability of the interconnected system can be preserved when an attack defense
mechanism can mitigate “sufficiently often” the activation time of the attack action in any bounded time
interval. We present simulation results that corroborate the technical findings.
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1 Introduction

This paper studies the stability properties of the interconnection of a Linear Time Invariant (LTI) dynamical
system and an output feedback controller, with control inputs maliciously compromised by an external
attacker. In particular, the output feedback controller is designed based on a gradient flow, with the objective
of steering the output of the LTI plant towards the solution of an optimization problem [1, 2, 3, 4, 5]. The
theoretical and algorithmic endeavors are motivated by a number of applications within the realm of cyber-
physical systems (CPSs) – that is, physical stystems integrated with computational resources by means
of a communication infrastructure; in particular, the modeling adopted in this paper is well suited for a
number of applications in power systems [6, 5], transportation systems [7], communication networks [8],
and robotics [9], to mention just a few. While advances in communication and cyber technologies provide
enhanced functionality, efficiency, and autonomy of a CPS, the presence of communication channels as well as
the tight integration between cyber and physical components unavoidibly introduces security vulnerabilities.

As illustrated in Figure 1, we consider an LTI dynamical system with two types of feedback controllers: (i)
a static output-feedback controller that is used as an inner loop to stabilize the LTI system; and, (ii) an output
feedback controller designed based on an appropriate modification of a gradient flow. For the synthesis of the
gradient-flow controller, we start by formulating an unconstrained optimization problem with a composite
cost function that captures performance indexes associated with the input and the output of the plant. The
cost function is assumed to be smooth and to satisfy the Polyak- Lojasiewicz (PL) inequality condition (where
we recall that the PL inequality is a weaker assumption than convexity, and it implies invexity) [10]. We
consider attack actions of the form of switching multiplicative attacks against the interconnection between the
LTI plant and the controller, whereby an attacker can persistently modify the inputs of the dynamical system
with the objective of destabilizing the equilibrium points. This attack model is rather general and captures
different classes of multiplicative attacks that can persistently modify the sign and/or the magnitude of the
control signals, and also jam the communication channels.

With this setting in place, the problem addressed in this paper is that of finding sufficient conditions under
which asymptotic and exponential stability is preserved for the closed-loop system. To this end, we adopt a
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Figure 1: An inner control loop is used to stabilize the plant, while an outer control loop regulates the plant
to an optimizer of (6).

hybrid systems framework, and we leverage arguments from singular perturbation analysis and input-to-state
stability (ISS) for hybrid systems. This framework allows us to establish sufficient conditions in terms of the
total activation time of the attacks acting on the system, and the time-scale separation between the plant
and the gradient flow controller that preserves the stability properties of the interconnection.

Related Works. The design of feedback-based optimization controllers has recently received significant
attention; see, for example [1, 2, 3, 4, 5, 9, 7]. In particular, in [3] sufficient conditions on the time-scale
separation between plant and controller were derived to induce asymptotic stability properties. Similarly,
the joint stabilization and optimal steady-state regulation of LTI dynamical systems was considered in [4].
LTI dynamical systems with time-varying exogenous inputs were considered in [5], along with the problem
of tracking an optimal solution trajectory of a time-varying problem with a strongly convex cost; prediction-
correction-type controllers were utilized to track the trajectory of a time-varying problem in [9]. Recently,
[7] established exponential stability results for the interconnection of a switched LTI system and a hybrid
feedback controller based on accelerated gradient dynamics with resets. Finally, [11] studied extremum-
seeking algorithms for static optimization problems under deception attacks.

In recent years, and motivated by the increasing vulnerability of cyber-physical systems operating in
adversarial environments, several works have investigated the stability properties of systems under denial
of service attacks, whereby an attacker compromises system resources such as sensors or actuators, as well
as infrastructure such as communication channels. We refer to [12, 13] (see also references therein) for a
comprehensive list of references, while we present a list of representative references below. The authors in [14]
designed a stabilizing controller for communication channels that face malicious random packet losses, while
[15] presented a class of stabilizing event-triggered controllers. The work [16] designed scheduling policies
that preserve the stability of an interconnected system when an attacker jams the control inputs sent to the
plants. The works [17] and [18] investigated system stability in the presence of deception attacks, namely
attacks where the integrity of control packets or measurements is compromised. A self-triggered consensus
networks in the presence of communication failures caused by denial-of-service attacks was considered in [13].
Consensus in the presence of the denial-of-service was also considered in [19]. Jamming attacks were also
studied in [20]. Event-triggered communication and decentralized control of switched systems under cyber
attacks are analyzed in [21]; in particular, conditions on the dwell-time and the gain for the controller are
derived to ensure stability. Other lines of work have studied the robustness properties with respect to attacks
of different (discrete-time) optimization algorithms; e.g., [22, 23, 24]. In these works, Byzantine attacks in
distributed algorithms are modeled by a group of malicious nodes that modify the data transmitted to their
neighbors. A similar model was considered in [25] for sub-gradient methods. Furthermore, a model-free
moving target defense framework for the detection and mitigation of sensor and/or actuator attacks with
discrete-time dynamics was considered in [26].

Contributions. The contribution of this work is threefold. i) We present the first stability analysis
of the interconnection between an LTI dynamical system and a gradient-flow controller operating under
switching multiplicative attacks. We present a general framework that leverages analytical tools from set-
valued hybrid dynamical systems theory, optimization, and feedback control theory; ii) We formulate a new
class of switching-mode multiplicative attacks against the feedback signals, whereby the attacker transforms
the control inputs produced by the controller according to a linear map with the objective of destabilizing
the closed-loop system. This class of attacks is novel in the literature and includes as a special case denial
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of service and deception attacks. We characterize the level of defense (i.e., attack rejection) needed by
the defense mechanism to guarantee exponential stability of the closed-loop system under a suitable time
scale separation between the dynamics of the plant and the dynamics of the controller. iii) For systems
with external exogenous inputs or disturbances, we establish sufficient conditions to guarantee exponential
input-to-state stability with respect to the essential supremum of the time derivative of the disturbance. To
establish this result, we derive an auxiliary lemma for switched systems with inputs and unstable modes,
where the switching signals are generated by a hybrid dynamical system.

Organization. The rest of this paper is organized as follows. In Section 2 we present the notation used
throughout the paper, and some preliminaries on hybrid dynamical systems. In Section 3, we formalize the
model of the system and the problem under study. Section 4 presents the main results, followed by the
analysis presented in Section 5. Section 6 presents some numerical experiments, and Section 7 ends with the
conclusions.

2 Preliminaries and Notation

We begin by introducing the notation that will be used throughout the paper. Given a compact set A ⊂ Rn,
n ∈ Z≥0, and a vector z ∈ Rn, we let |z|A := mins∈A ‖z − s‖2 denote the minimum distance between z
and A. For a function w : R≥0 → Rn, we denote ‖w‖t as the norm supremum on the interval [0, t]. For a
matrix A ∈ Rn×d, with d ∈ Z≥0, we use ‖A‖ to denote the induced Euclidean norm of A. When n = d, we
use λ(A) and λ(A) to denote the largest and smallest eigenvalue of A, respectively. Given a set O, we use
IO(x) to denote the indicator function for the set O, namely IO(x) = 1 if x ∈ O and IO(x) = 0 if x /∈ O.
Given vectors p1, p2 ∈ Rn, we denote by (p1, p2) their concatenation. A function α : R≥0 → R≥0 is class-K
if it is continuous, zero at zero, and strictly increasing. If, in addition, limr→∞ α(r) =∞, it is said to be of
class-K∞. A function σ : R≥0 → R≥0 is called of class-L if it is continuous, decreasing and limr→∞ σ(r) = 0.
And, a function β : R≥0 × R≥0 → R≥0 is said to be of class-KL if it is class-K in its first argument and
class-L in its second argument.

In this paper, we will consider mathematical models corresponding to set-valued dynamical systems that
combine continuous-time dynamics (with inputs) and discrete-time dynamics. These systems are referred to
as Hybrid Dynamical Systems (HDS) [27], an they are characterized by the following hybrid inclusions:

p ∈ C, ṗ ∈ F (p, u), p ∈ D, p+ ∈ G(p), (1)

where p ∈ Rn is the state system, u ∈ Rm is the input, F : Rn × Rm ⇒ Rn is a set-valued map (called the
flow map) that governs the continuous-time dynamics of the system when the state belongs to the flow set
C ⊂ Rn. Similarly, G : Rn×Rm ⇒ Rn is a set-valued map (called the jump map) that describes the discrete-
time dynamics of the system when the state belongs to the jump set D ⊂ Rn. The tuple H = {C,F,D,G}
completely characterizes the HDS, and it is called the data of the HDS. Solutions to (1) are defined on hybrid
time domains, namely they are indexed by a parameter t ∈ R≥0 that increases continuously during flows,
and by a parameter j ∈ Z≥0 that increases by one unit during the jumps. A set E ⊂ R≥0 × Z≥0 is called a
compact hybrid time domain if E = ∪J−1

j=0 ([tj , tj+1], j) for some 0 = t0 ≤ t1 . . . ≤ tJ . The set E is a hybrid
time domain if for all (T, J) ∈ E, the set E ∩ ([0, T ]× {0, . . . , J}) is a compact hybrid time domain. Using
the notion of hybrid time domains we can formally introduce the concept of solution to systems of the form
(1).

Definition 1 A function p : dom(p)→ Rn is a hybrid arc if dom(p) is a hybrid time domain and t 7→ p(t, j)
is locally absolutely continuous for each j such that the interval Ij := {t : (t, j) ∈ dom(p)} has nonempty
interior. A hybrid arc p is a solution to (1) with dom(u) = dom(p) if p(0, 0) ∈ C ∪D, and the following two
conditions hold:

1. For each j ∈ Z≥0 such that Ij has nonempty interior: p(t, j) ∈ C for all t ∈ int(Ij), and ṗ(t, j) ∈
F (p(t, j), u(t, j)) for almost all t ∈ Ij.

2. For each (t, j) ∈ dom(p) such that (t, j + 1) ∈ dom(p): p(t, j) ∈ D, and p(t, j + 1) ∈ G(p(t, j)).

By working with hybrid time domains we can exploit suitable graphical convergence notions to establish
sequential compactness results for the solutions of (1), e.g., the graphical limit of a sequence of solutions is
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also a solution. Such types of results will be instrumental for the robustness analysis of the systems studied
in this paper.

Definition 2 A hybrid solution p is maximal if there does not exist another solution ψ to H such that
dom(p) is a proper subset of dom(ψ), and p(t, j) = ψ(t, j) for all (t, j) ∈ dom(p). A maximal hybrid solution
is said to be complete if its domain is unbounded.

In this paper, we are interested in establishing suitable convergence and stability properties for a class of
dynamical systems under attacks. To do this, the following definitions will be instrumental.

Definition 3 Given a compact set A ⊂ C ∪D, system (1) with u = 0 is said to render the set A uniformly
globally asymptotically stable (UGAS) if there exists a class KL function β such that every solution of (1)
satisfies |p(t, j)|A ≤ β(|p(0, 0)|A, t+ j) for all (t, j) ∈ dom(p). If β(r, s) = c1re

−c2s for c1, c2 > 0, the system
is said to render the set A uniformly globally exponentially stable (UGES).

It is important to note that the stability notion of Definition 3 subsumes the standard asymptotic and
stability notions considered in the literature of continuous-time systems (D = ∅) and discrete-time systems
(C = ∅). In particular, recall that an LTI dynamical system given by ẋ = Ax renders the origin A = {0}
UGES if A is Hurwitz, i.e., Re{λ(A)} < 0.

When the input u in (1) is not identically zero, the notion of input-to-state stability can be used to
qualitatively characterize the effect of the input on the stability properties of the system

Definition 4 For every measurable function u : dom(u) → Rm with dom(u) = dom(x), system (1) is said
to render the compact set A input-to-state stable (ISS) with respect to u if there exists a class KL function
β, and a class K function γ, such that every solution of the system satisfies the bound

|p(t, j)|A ≤ β(|p(0, 0)|A, t+ j) + γ
(
‖u‖(t,j)

)
, (2)

for all (t, j) ∈ dom(p). When β has an exponential form, we say that system (1) renders the set A exponen-
tially input-to-state stable (E-ISS).

The properties of UGAS, UGES, and ISS for hybrid systems can be readily established via suitable Lyapunov-
based conditions; see [27, Ch.3] for sufficient conditions that certify UGAS, [28, Thm. 1] for UGES, and [29,
Thm. 3.1] for ISS. We will leverage some of these tools in our analysis.

3 Problem Formulation

In this paper, we study the stability properties of a class of online optimization controllers designed to regulate
the output of an LTI plant towards the solution of a general convex optimization problem. However, we
are interested in settings where the plant and the controller operate in adversarial environments subject to
persistent attacks that aim to destabilize the closed-loop system. To formally describe this behavior, we first
proceed to characterize the nominal model of the plant and the structure of the proposed controller. After
this, we present our attack model, and we formalize the joint control-optimization problem that is addressed
in this work.

3.1 Nominal Model of the Plant and the Controller

We consider plants modeled as LTI dynamical systems of the form:

ẋ = Fx+Nv +Bu+ Ew, y = Cx, (3)

where x ∈ Rn is the state, u ∈ Rm and v ∈ Rmv are control inputs, w ∈ Rq is an unknown exogenous signal,
y ∈ Rp is the measurable output, and F,N,B,E,C are matrices of suitable dimensions. In general, the
matrix F might be not Hurwitz.

To stabilize and optimize system (3), as shown in Figure 1, two control loops are applied to the plant.
First, an inner control loop, describing a static feedback law, is applied via the control input v:

v = Ky, K ∈ Rmv×p. (4)
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Using (3) and (4), we denote by A := F + NKC the closed-loop matrix of the plant with inner loop. We
assume that the feedback law has the stabilizing property, which is formalized by the following assumption.

Assumption 1 For every positive definite matrix R ∈ Rn×n, there is a unique positive definite matrix
P ∈ Rn×n such that A>P + PA = −R. Moreover, the function t 7→ w(t) is continuously differentiable, and
there exists λ > 0 such that ||w(t)|| ≤ λ for all t ≥ 0.

Functions w satisfying the conditions of Assumption 1 are said to be admissible.

Next, an outer control loop of the form of a low-gain dynamical controller acts on the input u:

u̇ = −ε
(
∇fu(u) +G>∇fy(y)

)
, G := −CA−1B, (5)

where fu : Rm → R and fy : Rp → R are suitable cost functions (formally defined below), and ε > 0 is a
tunable gain.

Under a suitable choice of the controller gain ε, the controller (5) steers the dynamical system (3) towards
the solutions of the following optimization problem:

min
u,y

fu(u) + fy(y), s.t. 0 = Ax+Bu+ Ew, y = Cx. (6)

Thus, the controller (5) regulates system (3) towards an equilibrium point that minimizes the cost fu(u) +
fy(yss), where fu(·) is interpreted as a cost associated with the steady-state control input, and fy(·) is
interpreted as a cost associated with the steady-state system output yss.

Remark 1 Feedback controllers inspired from optimization algorithms of the form (5) have received signifi-
cant research attention during the last decade thanks to their flexibility and performance guarantees [3, 4, 5].
In particular, they have been applied to control power systems [5], transportation networks [30], and commu-
nication systems.

In what follows, we denote by f(u,w) := fu(u) + fy(Gu + Hw), where we recall that G := −CA−1B, and
we let H := −CA−1E. Then, the optimization problem (6) can be rewritten as:

min
u
f(u,w) := fu(u) + fy(Gu+Hw), (7)

where w acts as an exogenous signal that parametrizes the solution of problem (7). To guarantee that this
problem is well-defined, we make the following standard regularity assumptions on the cost functions fu(·)
and fy(·).

Assumption 2 The functions u 7→ fu(u) and y 7→ fy(y) are continuously differentiable, and there is
`u, `y > 0 such that for every u, u′ ∈ Rm and y, y′ ∈ Rp, we have ‖∇fu(u) − ∇fu(u′)‖ ≤ `u‖u − u′‖,
and ‖∇fy(y)−∇fy(y′)‖ ≤ `y‖y − y′‖.

Assumption 3 The function u 7→ f(u,w) satisfies the PL inequality, uniformly in w; that is, ∃µ > 0 such
that 1

2‖∇f(u,w)‖2 ≥ µ(f(u,w)− f(u∗, w)), ∀u ∈ Rm, ∀ ||w|| ≤ λ. Furthermore, for each w the minimizer
u∗w is unique.

Remark 2 Assumption 2 guarantees that the cost functions are sufficiently smooth, which is standard in
the literature of online optimization. Indeed, by Assumption 2, the mapping u 7→ f(u,w) has a globally
Lipschitz gradient, uniformly in w, with Lipschitz constant ` = `v+`y||G||2. Note that Assumption 3 implies
that the function f is invex; it is one of the weakest assumptions in the optimization literature that ensures
optimization algorithms to exhibit linear convergence [10]. We also note that the PL inequality implies the
quadratic growth condition f(u,w)− f(u∗w, w) ≥ µ

2 ‖u−u
∗
w‖2, ∀u ∈ Rm and ∀ ||w|| ≤ λ, which implies radial

unboundedness of f .

By combining the plant model (3) with the controllers (4)-(5) we obtain the following nominal closed-loop
system with states (x, u) ∈ Rn × Rm:

ẋ = (F +NKC)x+Bu+ Ew, y = Cx,

u̇ = −ε
(
∇fu(u) +G>∇fy(y)

)
. (8)
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The stability and convergence properties of the nominal closed-loop system can be studied using suitable
Lyapunov functions with a sufficiently small ε, which introduces a time-scale separation between the dynamics
of the controller and the dynamics of the plant [31, 32, 3, 7]. However, unlike this type of standard model,
we are interested in studying the stability properties of (8) under the classes of attacks described in the
following section.

3.2 Attack Model

Systems of the form (8) often operate in adversarial environments, where an attacker can target the system,
controller, or communication channels in order destabilize the interconnection. In this work, we focus our
attention on attacks that are able to modify the control signals, and that are persistent. In particular, the
attacks can be intermittent and not necessarily periodic, see Figure 1. Such types of non-constant aperiodic
attacks are difficult to completely repeal or mitigate using defense mechanisms and monitoring technologies.
We consider two types of persistent attacks against the control signals. First, we consider attacks acting on
the gradient-flow controller (5), which we model as follows:

Nominal System: u̇ = −ε
(
∇fu(u) +GT∇fy(y)

)
, (9a)

System Under Attack: u̇ = −εMσu

(
∇fu(u) +GT∇fy(y)

)
, (9b)

where σu : R≥0 → Σu,a is a switching signal taking values in the finite set of indices Σu,a ⊂ Z>0, and
Mσu ∈ Rm×m is a matrix that describes the attack transformation map. The model (9) is general enough
to capture different types of attacks, including those that are able modify the sign and/or the magnitude of
the gradient (or some partial derivatives); see [22, 23, 24, 25]. The model (9) can also be used to capture
jamming attacks and denial-of-service attacks; see [13, 20].

Similarly, we consider attacks acting on the plant. These attacks are modeled as follows:

Nominal System: v = Ky, ẋ = Fx+Nv +Bu+ Ew, (10a)

System Under attack: v = LσvKy, ẋ = Fx+Nv + LbσvBu+ LeσvEw, (10b)

where σv : R≥0 → Σv,a is a switching signal taking values in a finite set of indices Σv,a ⊂ Z>0. For each
σv ∈ Σv,a, Lσv ∈ Rmv×mv is a matrix that describes the attack transformation map applied to the internal
feedback control loop. On the other hand, Leσv , L

b
σv are real matrices of appropriate dimensions that induce

a transformation of the inputs Bu and Ew, respectively.
To state our technical assumptions on the attacks, we next formulate the Nominal System and the System

Under Attack using a unified modeling framework. We let Σv,s = {s} and Ls = I ∈ Rmv×mv denote the
index and the transformation map corresponding to the Nominal System in (10). Similarly, we let Σu,s = {s}
and Ms = I ∈ Rm×m denote the index and the transformation map corresponding to the Nominal System
in (9). Using these definitions, we can rewrite systems (9)-(10) as switching systems of the form

u̇ = −εMσu

(
∇fu(u) +GT∇fy(y)

)
, v = LσvKy, Bσu := LbσvB, Eσu := LeσvE, (11)

where now the switching signal σv takes values in the extended set Σv := Σv,s ∪ Σv,a, and the switching
signal σu takes values in the extended set Σu := Σu,s ∪ Σu,a.

Assumption 4 The sets Σv and Σu are finite. Additionally, any attack is destabilizing, namely:

(i) For all σv ∈ Σv,a, the matrix F+NLσvKC is invertible and admits at least one eigenvalue with positive
real part.

(ii) For all σu ∈ Σu,a, the matrix Mσu has at least one eigenvalue with negative real part. Moreover, there
exists M̄ ∈ R>0 such that ‖Mσu‖ ≤ M̄ holds for all σu ∈ Σu,a.

It follows from Assumption 4 that all modes described by the sets Σv,a and Σu,a are unstable for the closed-
loop system (8). Moreover, since the sets Σv,a and Σu,a are countable, in the remainder we will enumerate
the unstable modes as follows: Σv,a := {a1, . . . , a|Σv,a|} and Σu,a := {a1, . . . , a|Σu,a|}, where the distinction
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between the two sets will be made clear by the context. By combining Assumptions 1 and 4(i), it follows
that for every ai ∈ Σv,a, the matrix

(F +NLaiKC)>P + P (F +NLaiKC) := R̂ai ,

has at least one positive real eigenvalue. Throughout the rest of this paper, we denote as λ̄(R̂a) :=
maxai∈Σv,a λ̄(R̂ai) the largest eigenvalue of all the matrices R̂ai .

3.3 Detection and Mitigation Mechanism

The models (9) and (10) describe a family of persistent multiplicative attacks that intermittently modify the
control signal generated by the controller via the switching maps Lσv and Mσu . In gradient-based controllers,
such types of attacks can easily induce instability in the closed-loop system (8) by persistently altering the
direction of the vector field u̇, or the gains of the feedback law (4). Since the attacker can switch between
multiple adversarial matrices Lσv and Mσu , a defensive mechanism able to effectively anticipate and block
the attacks at all times is practically and economically unfeasible. Indeed, since the attack is multiplicative
rather than additive, standard defensive mechanisms for constant adversarial signals, including dynamic
filters [17], identification mechanisms [18], dynamic compensators [15], etc, cannot be used to reject the
attacks at all times. Therefore, instead of assuming the existence of an ideal defense mechanism able to
completely reject an attack, in this paper we consider a more realistic scenario where the control system is
equipped with a security mechanism that is able to mitigate the attacks only sufficiently often. To model
this scenario, for every time-interval 0 ≤ s < t, we define the activation time of the attacks (9) and (10) as

Tu(s, t) :=

∫ t

s

IΣu,a(σu(τ))dτ, and Tv(s, t) :=

∫ t

s

IΣv,a(σv(τ))dτ,

where we recall that IΣ(σ) denotes the indicator function for the set Σ (see Section 2). Notice that, if
σv = σu = s at all times, then Tv(s, t) = Tu(s, t) = 0 for any choice of 0 ≤ s < t since no attack is active in
the closed-loop.

In what follows, we consider defensive mechanisms that guarantee the following persistent rejection prop-
erty.

Definition 5 (Persistent Rejection) For the attacks (10) and (9), a defensive mechanism is said to
satisfy the uniform persistent rejection property with time-ratio parameters κv,2, κu,2 ∈ (0, 1), if the following
conditions hold for any time interval [s, t]:

Tv(s, t) ≤ κv,2(t− s) + T0,v, Tu(s, t) ≤ κu,2(t− s) + T0,u, (12)

where T0,v, T0,u ∈ R≥0; and, for κv,1, κu,1 > 0 the number of switches of the signal σ(t) in the interval [s, t]
satisfies the bounds:

Nv(s, t) ≤ κv,1(t− s) +N0,v, Nu(s, t) ≤ κu,1(t− s) +N0,u, (13)

where N0,v, N0,u ∈ Z≥1.

According to (12), defensive mechanisms that satisfy the uniform persistent rejection property guarantee
that the total activation time of any attack in a time interval grows at most linearly with the length of
the time interval. Moreover, by condition (13), the defense mechanism prevents the emergence of Zeno
behavior in the system, permitting only switches of σ that satisfy an average dwell-time constraint. Similar
attack models have been considered in the literature; see [13, 20, 11]. Indeed, conditions (12)-(13) are quite
general: they capture periodic or aperiodic attacks, and they allow a finite number of consecutive switches
in every interval of time of sufficiently large length. Note that any cyber-security system endowed with (12)
might not be able to guarantee closed loop stability when the time-ratio parameters are close to 1. Indeed,
lower values of κv,2 and κu,2 describe more effective mitigation mechanism able to reduce the activation
time of the attacks in the controllers. This reduction usually comes at the price of requiring more effective
sensors, actuators, and computational power in the defense system, thus inducing a trade-off between the
economic/technological feasibility of the controller and the effectiveness of the defensive mechanism.
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Remark 3 The quantities {T0,v, κv,2, T0,u, κu,2} can be interpreted as design parameters that can be selected
by a system planner by properly designing the attack monitor and the defense mechanism to limit the effects
of possible attack actions against the system. Alternatively, the quantities {T0,v, κv,2, T0,u, κu,2} can also be
interpreted as attack design parameters, namely given a pre-designed attack rejection mechanism, the above
quantities can be tuned by an attacker by modifying the frequency at which the attack is activated. Both
engineering interpretations will be consistent with our theoretical framework.

3.4 Control Objectives: Approximate Optimal Tracking Under Attacks

Based on the model introduced in the previous sections, we can now formalize the problem under study
in this paper. In particular, for the family of closed-loop systems under attacks described by system (8),
satisfying Assumptions 1-4, we are interested in characterizing the amount of persistent rejection of attacks,
and the time-scale separation between the plant and the controller, needed to preserve the stability properties
of the closed-loop system, and to guarantee exponential convergence of the trajectories to the set of solutions
of the online optimization problem described by (6).

The following problem formalizes the stated objectives

Problem 1 Determine, when possible, a set of parameters (ε, κv,2), or (ε, κu,2) such that the equilibrium
and optimal point z∗ = (x∗, u∗w) of system (8) under attack is exponentially input-to-state stable (E-ISS)
with respect to the time-variation of the exogenous signal t 7→ w(t).

In Problem 1, the motivation for the study of ISS instead of just UGAS or UGES comes from the potentially
time-varying nature of the disturbance w. In this case, the performance of the controller will be quantified
by the ISS gain γ that will characterize the effect of ‖ẇ‖ in the size of the residual set where the trajectories
converge.

Remark 4 To simplify our presentation, and also due to space limitations, we will focus on attacks that are
exclusive either to the plant or to the controller, i.e., we do not address simultaneous attacks to the static
and dynamic feedback controller. This allow us to simplify our notation since in this case if σv = ai then
σu = s, and if σu = ai then σv = s as defined before. Note, however, that considering simultaneous attacks
in the plant and the controller is a natural extension of this work; the stability and tracking properties can
be established by following similar steps as those presented in the paper.

Before presenting our main results, we list three representative examples of applications in cyber-physical
systems for which the modelling and control framework considered in this paper is particularly well-suited.

Example 1 The dynamical model (3) and the interconnection (8) fit within the context of real-time frequency
control and economic optimization of power transmission systems. In particular, the matrix K can be designed
based on the so-called automatic generation control (AGC) as well as pertinent droop controllers implemented
in the generation units [33]; on the other hand, the gradient-flow controller in (8) can be utilized to produce
setpoints for the generators (both conventional fossil-fuel and renewable-based units) in order to solve an
economic dispatch (ED) or optimal power flow (OPF) problem in real time [34]; see also the example provided
in [5]. The models of attacks considered in this paper capture in this case malicious attacks to the AGC
signals, droop control loops, and ED/OPF commands.

Example 2 The model (3) and (8) finds pertinent applications in the context of intelligent transportation
systems, where the properties of safety and resilience are critical for the feedback controllers that operate
the system. For example, for a ramp metering problem in a highway system, the inner control loop models
local controllers such as the ALINEA [35]. On the other hand, gradient-flow controllers have been used to
drive the equilibrium point of the traffic flows on the highway system towards the solution of a network-level
problem as explained in, e.g., [30] and [36]. It then follows that the attack models consider in (11) can be
used to capture adversarial jamming of the feedback gains of the ALINEA controller, or attacks acting on
the control directions obtained from the gradient flow algorithm.

Example 3 The model (11) is also applicable to several applications in robotics, such as the control of
autonomous vehicles using navigation laws based on potential and anti-potential functions; see [37, 38, 39].
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Indeed, in this scenario, it is common to approximate the vehicle dynamics as a linear system (3) for which
an internal feedback loop is designed to stabilize an external reference u; see [40]. In general, the internal
controller is designed to guarantee a unitary DC gain, and to operate in a faster time scale (limited by the
actuator dynamics of the vehicle), such that the “steady state” of the vehicle satisfies x∗ = u, where x can
model positions or velocities. The input u is then regulated via a gradient flow of the form (11) aiming to
converge to the minimizer (e.g., the target point) of an artificial potential field. In this case, to prevent
the vehicle from converging to the target, an external attacker can persistently alter the sign of the gradient
dynamics, i.e.,Mσu ∈ {I,−I}, effectively moving the vehicle away from the target. Note that this type
of attacks will be particularly detrimental for navigation laws that implement anti-potential fields to avoid
obstacles, given that in this case the attacks will effectively push the vehicles towards the obstacles.

4 Main Results

To address Problem 1, we will use the framework of HDS (1), which will allows us to model the switching
systems (9)-(10) as time-invariant (hybrid) systems, and also to consider suitable (set-valued) dynamic
models of the uniform persistent rejection property induced by the defensive mechanism of the controllers.
In order to do this, and for simplicity of exposition, we drop the subscripts from (12)-(13), and we consider
a dynamical system with state % := (τ1, τ2, σ) ∈ R≥0 × R≥0 × Σ, and the following hybrid dynamics:

% ∈ C% := [0, N0]× [0, T0]× Σ, (14a)τ̇1τ̇2
σ̇

 ∈ F (%) :=

 [0, κ1]
[0, κ2]− IΣa(σ)

0

 , (14b)

% ∈ D% := [1, N0]× [0, T0]× Σ, (14c)τ+
1

τ+
2

σ+

 ∈ G(%) :=

τ1 − 1
τ2

Σ\σ

 , (14d)

where T0 ≥ 0, N0 ∈ Z≥1, κ1 > 0, κ2 ∈ (0, 1). The following Lemma, originally established in [41], will be
instrumental for our results.

Lemma 1 Every complete solution % of (14) has a hybrid time-domain dom(%) that satisfies condition (12).
Moreover, every signal τ satisfying the persistent rejection property can be generated by the dynamical system
(14) with a suitable initial condition.

Lemma 1 allows us to study the closed-loop system under persistent switching attacks by studying the
interconnection between the dynamics (9), (10) and (14). Indeed, the hybrid dynamics (14) will effectively
act as a model of the switching behavior of the persistent attacks acting in the system. Similar models have
been studied in the literature for the analysis of static model-based and model-free optimization problems;
see [11, 41]. However, unlike these works, Problem 1 describes an online optimization problem with a dynamic
plant in the loop, which has not been studied before in the literature.

In the ensuing section, we derive sufficient conditions for the stability of the interconnected system when
the gradient-flow controller is affected by attacks as in (9). After this, we establish similar results for the
case when the static feedback controller is under attack, as in (10).

4.1 Attacks Against Dynamic Feedback

In this section, we analyze the stability properties of the closed-loop system with attacks acting on the
dynamic gradient-based controller. To model this scenario, we consider the following HDS with state ϑ :=
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(x, u, τv,1, τv,2, σu), and dynamics:

ϑ ∈ C := Rn × Rm × [0, N0,u]× [0, T0,u]× Σu, (15a)
ẋ
u̇
τ̇u,1
τ̇u,2
σ̇u

 ∈ Fσu(ϑ,w) :=


Ax+Bu+ Ew

−εMσu

(
∇fu(u) +G>∇fy(y)

)
[0, εκu,1]

[0, εκu,2]− εIΣu,a(σu)
0

 , y = Cx, (15b)

ϑ ∈ D := Rn × Rm × [1, N0,u]× [0, T0,u]× Σu, (15c)
x+

u+

τu,1
τ+
u,2

σu
+

 ∈ Gσu(ϑ) :=


x
u

τu,1 − 1
τu,2

Σu\{σu}

 . (15d)

This HDS models the interconnection between the signal generator (14) and the closed-loop system (8) with
the dynamic controller under attack (9).

Remark 5 In (15b), the dynamics of the states τu,1 and τu,2 are multiplied by ε. This is done without loss
of generality, and only to simplify the modeling framework such that the attacks operate in the same time
scale as the gradient controller. In fact, since in our case ε ∈ (0, 1), the dynamics of (15b) could also be
written in terms of the scaled time ratios κ̃u,1 = εκu,1 and κ̃u,2 = εκu,2, and a ε-scaled indicator function.

The following Lemma, which follows directly by construction, will play an important role in the robustness
analysis of system (15).

Lemma 2 For the HDS (15) the following holds: (a) The sets C and D are closed; (b) For each w, the
set-valued mapping Fσu(·, w) is outer-semicontinuous, locally bounded, and convex-valued in C; (c) The
set-valued mapping Gσu is outer-semicontinuous and locally bounded in D.

For system (15), we are interested in characterizing sufficient conditions on the gain ε of the controller,
and the time-ratio parameter κu,2, to guarantee the solution of Problem 1. To do this, we first neglect the
plant dynamics by assuming they are infinitely fast compared to the dynamics of the controller. Namely,
we disregard the dynamics ẋ, and we substitute x by the steady-state mapping x(u,w) = A−1Bu + Ew,
where w is assumed to be a constant disturbance, i.e., ẇ=0. For this simplified system we establish the
following proposition, which is the first result of this paper. It establishes a novel characterization of the
level of persistent rejection of attacks needed by the defense mechanism to guarantee uniform exponential
stability of the gradient-based controller under attacks.

Proposition 1 Suppose that Assumptions 1-4 hold, and that the time-ratio parameter κu,2 satisfies

0 < κu,2 <
1

1 + α
, with α := − min

σu∈Σu,a
λ(Mσu) ≥ 0. (16)

Then, for each admissible and constant exogenous signal w, and each compact set Kx ⊂ Rn, the set

A∗Kx = {(x, u, τu,1, τu,2, σu) : x ∈ Kx, u = u∗w, τu,1 ∈ [0, N0,u], τu,2 ∈ [0, T0,u], σu ∈ Σu} ,

is UGES for the HDS (15) with ẋ = 0 and ε = 1, and with restricted flow and jump sets

CKx = (Rn∩Kx)×Rm× [0, N0,u]× [0, T0,u]×Σu, DKx = (Rn∩Ku)×Rm× [1, N0,u]× [0, T0,u]×Σu. (17)

The result of Proposition 1 establishes an explicit characterization of a time-ratio parameter κu,2 that
guarantees exponential stability of the plant dynamics under persistent attacks. In particular, by (12), we
obtain that the persistent rejection property is dependent on the smallest eigenvalue of all the unstable
matrices Mσu induced by the attacks in the controller. By construction, it follows that α > 0. Moreover, the
time-ratio parameter κu,2 is uniform on the initial conditions of the plant and also on the controller. This
uniformity property, established via hybrid Lyapunov functions in the next section, will be instrumental for
the analysis of the closed-loop system for the case when ẋ 6= 0.
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Remark 6 The restriction to a compact set Kx of the x-component of the flow and jump set is imposed only
for the purpose of regularity –namely, to guarantee that A∗Kx is compact. Similarly, the stability properties
of the signal generator (14) are asserted with respect to the set [0, N0,u] × [0, T0,u] × Σu, which is forward
pre-invariant and trivially attractive since, by construction of the flow and jump set, no solution can start
outside [0, N0,u]× [0, T0,u]× Σu.

The next result incorporates the dynamics of the plant into the stability analysis of the closed-loop system.
In this case, we provide a novel upper bound for the gain of the controller, which guarantees exponential
stability of the optimal point z∗ = (x∗, u∗w) for the case when ẇ = 0.

Proposition 2 Suppose that Assumptions 1-4 hold, and let κu,2 satisfy the bound (16). If the gain ε satisfies:

0 < ε < ε∗ :=
ρλ(R)

2`y max{M̄, 1}‖C‖‖G‖‖PA−1B‖(ρ+ 2 max{M̄, 1}µ)
, (18)

where ρ, τ0 > 0. Then, for each admissible and constant w, the set

A∗ = {(x, u, τu,1, τu,2, σu) : x = x∗, u = u∗w, τu,1 ∈ [0, N0,u], τu,2 ∈ [0, T0,u], σu ∈ Σu} , (19)

is UGES for the HDS (15).

The result of Proposition 2 establishes a solution to Problem 1 under constant exogenous signals w. Note
that the result is actually uniform in w, i.e., the time ratio κu,2 and the gain ε2 are independent of w.
Indeed, as we will show below, they are also independent of |ẇ|, which is a critical property needed to avoid
vanishing gains and safety margins under highly oscillating exogenous signals.

Given that by Lemma 2 the HDS (15) is well-posed, the following additional robustness result can be
asserted for the closed-loop system under attacks and small disturbances e acting on the states and dynamics.
In general, such type of disturbances are unavoidable in practical applications due to measurements noise,
numerical approximations, etc.

Lemma 3 Consider the HDS (15) and suppose that the conditions of Propositions 1 and 2 hold for the
time-ratio parameter κu,2 and the gain ε > 0. Then, for each constant w there exists c1, c2 > 0 such
that for each compact set of initial conditions K ⊂ Rn × Rm, and for each δ > 0, there exists ē > 0
such that for any measurable disturbance e with supt+j≥0 |e(t, j)| ≤ ē and every initial condition ϑ(0, 0) ∈
K × [0, N0,u]× [0, T0,u]× Σ, the trajectories of the perturbed HDS

ϑ+ e ∈ C, ϑ̇ ∈ Fσu(ϑ+ e) + e, (20a)

ϑ+ e ∈ D, ϑ+ ∈ Gσu(ϑ+ e) + e, (20b)

satisfy the bound
|z(t, j)− z∗| ≤ c1|z(0, 0)− z∗|e−c2(t+j) + δ, ∀ (t, j) ∈ dom(ϑ), (21)

The robustness result of Lemma 3 is not trivial. Indeed, for general hybrid dynamical systems it is difficult to
guarantee closeness of solutions between nominal and perturbed dynamics, even when the perturbations are
arbitrarily small. On the other hand, when the HDS satisfies the regularity conditions of Lemma 2, stability
properties turn out to be robust to small disturbances [27, Ch.7]. This idea is at the core of our modeling
framework (15), which subsumes the closed-loop system under attack as a well-posed hybrid dynamical
system with sufficiently slow control dynamics.

By leveraging the results of Propositions 1 and 2, we can now state the first main result of this paper,
which establishes uniform global exponential input-to-state stability (E-ISS) for the closed-loop system under
attacks and time-varying exogenous inputs or disturbances w. In particular, under the time ratio established
in Proposition 1, and the maximal gain established in Proposition 2, we provide an explicit characterization
of the ISS gain γ that maps ‖ẇ(t)‖t to the radius of the residual set where the trajectories converge.
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Theorem 1 Let A∗ be given by (19). Suppose that Assumptions 1-4 hold, and that the conditions (16) and
(18) are also satisfied for the pair (κu,2, ε). Then, the HDS (15) renders E-ISS the set A∗ with respect to
|ẇ|, with linear asymptotic gain γ given by

γ (‖ẇ(t)‖t) :=
1

ε

[(
max{θλ(P ), (1− θ)eτ0`/2}

min{θλ(P ), (1− θ)µ/2}

)1/2 ‖r‖
kmin{µ2, 1}

]
‖ẇ(t)‖t, (22)

where k and τ0 are positive constants, and r := [2θ‖PA−1B‖, `y(1−θ)eτ0‖H‖‖G‖]> with θ :=
`y‖G‖‖C‖

`y‖G‖‖C‖+2e−τ0‖PA−1B‖ .

Remark 7 The gain of the function γ in (22) reflects explicitly the stability of the plant through the eigen-
values of the matrix P , and the qualitative behaviour of the cost function given by the Lipschitz, and PL
constant `, and µ, respectively. Additionally, this gain is weighted by 1/ε, which implies that a larger time
scale separation between the dynamics of the plant and the controller leads to larger tracking errors. This
behavior is expected since decreasing ε effectively “slows down” the controller, leading to a detrimental effect
on its tracking performance.

Remark 8 When λ̄(P ) >> 1 and λ(P ) << 1, the asymptotic gain simplifies to

γ (‖ẇ(t)‖t) :=
1

ε

[√
cond(P )

‖r‖
kmin{µ2, 1}

]
‖ẇ(t)‖t, cond(P ) :=

λ̄(P )

λ(P )
, (23)

which shows the effect of the condition number of the Lyapunov matrix P on the residual set where the
trajectories converge.

Remark 9 In (22), the constant τ0 comes from the Lyapunov-based analysis used to study the HDS (15).
This is an upper bound for the weighted time that the closed-loop system (8) can flow under attacks. On the
other hand, constant k is upper bounded by the smallest eigenvalue of a matrix that relates the interconnected
system. A detailed characterization of these constants is presented in Section 5.

4.2 Attacks to the Static Feedback

In the previous section, we focused on attacks acting on the dynamic controller. In this section, we now
turn our attention to study the effect of persistent attacks acting on the static feedback controller (10).
To study this scenario, we consider the following set-valued HDS with state ϑ := (x, u, τv,1, τv,2, σv), which
corresponds to the interconnection of the plant dynamics under attacks (10), the nominal dynamic gradient-
based controller (9), and the signal generator (14):

ϑ ∈ C := Rn × Rm × [0, N0,v]× [0, T0,v]× Σv, (24a)
ẋ
u̇
τ̇v,1
τ̇v,2
σ̇v

 ∈ Fσv (ϑ,w) :=


Aσvx+Bσvu+ Eσvw
−ε(∇fu(u) +G>∇fy(y))

[0, κv,1]
[0, κv,2]− Iσv,a(σv)

0

 , y = Cx, (24b)

ϑ ∈ D := Rn × Rm × [1, N0,v]× [0, T0,v]× Σv, (24c)
x+

u+

τ+
v,1

τ+
v,2

σv
+

 ∈ Gσv (ϑ) :=


x
u

τv,1 − 1
τv,2

Σv\{σv}

 , (24d)

where T0,v ≥ 0, κv,1 > 0, and κv,2 ∈ (0, 1) is a time-ratio parameter that describes the persistent rejection
property of the defensive mechanism. Note that when σv = s, we have As = A, hence, Assumption 1 holds
for As. Moreover, to simplify notation we denote Aai := F +NLaiKC for any ai ∈ Σv,a. By construction,
system (24) also satisfies the properties of Lemma 2.

For attacks acting on the plant, we introduce an additional technical assumption to guarantee that the
switching system has a well-defined unique equilibrium point.
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Assumption 5 For any w ∈ Rq there exists x̄ ∈ Rn and ū ∈ Rm such that 0 = Aσx̄+Bσū+Eσw, ∀σ ∈ Σ.

Remark 10 The conditions of Assumption 5 assert that the attacks to the plant modify the stability of
the equilibria, but they do not alter the set of equilibria [13]. We note that this assumption is aligned with
existing works in context [13, 20], and it enables the use of analytical tools based on Lyapunov theory for
HDS. Without this assumption in place, each attack could generate a different equilibrium point (if any), and
to assert stability properties we will need to introduce additional restrictive assumptions on the frequency of
the attacks, e.g., condition (13) with a “sufficiently small” constant κv,1. The study of online optimization
problems with multiple equilibria (even without attacks) is an open problem that is out of the scope of this
paper.

In contrast to the analysis of the previous section, we now first consider the plant under attacks, operating
with a constant controller command u (i.e., u̇ = 0) and a fixed reference w (i.e., ẇ = 0). Thus, we study the
stability properties of the equilibrium point x∗(u,w) := A−1

σv Bσvu+A−1
σv Eσvw. For this reduced system under

attacks, we establish the following characterization of the time-ratio parameter κv,2 to guarantee uniform
global exponential stability.

Proposition 3 Suppose that Assumptions 1-5 hold, and that the time-ratio parameter κv,2 satisfies

0 < κv,2 <
1

1 + α
, with α :=

λ(R̂a)λ(P )

λ(R)λ(P )
> 0, (25)

where P,R satisfy Assumption 1, and λ̄(R̂a) is a constant derived from Assumption 4. Then, if ε = 0, for
each admissible and constant w, and each compact set Ku ⊂ Rm, the set

A∗Ku = {(x, u, τv,1, τv,2, σv) : x = x∗(u,w), u ∈ Ku, τv,1 ∈ [0, N0,v], τv,2 ∈ [0, T0,v], σv ∈ Σv} ,

is UGES for the HDS (24) with restricted flow and jump sets

CKu = Rn×(Rm∩Ku)× [0, N0,v]× [0, T0,v]×Σv, DKu = Rn×(Rm∩Ku)× [1, N0,v]× [0, T0,v]×Σv. (26)

The result of Proposition 3 establishes an explicit characterization of the level of persistent rejection (c.f.
Definition 5) needed to guarantee exponential stability in the system. For the internal feedback loop con-
troller, this rejection capability is related to the largest and smallest eigenvalues of the matrices P and
R̂a.

By leveraging the result of Proposition 3, we can now state a stability and convergence result for the case
where the controller is activated, and the disturbance w remains static.

Proposition 4 Suppose that Assumptions 1-5 hold, and let κv,2 satisfy the bounds in Proposition 3. If ε
satisfies:

0 < ε < ε∗ :=
ρλ(P )

4`yeτ0‖C‖‖G‖‖PA−1B‖
, (27)

where ρ, and τ0 are positive constants, and P is defined in Assumption 1 then, for any admissible and
constant w the set

A∗ = {(x, u, τv,1, τv,2, σv) : x = x∗(u∗, w), u = u∗, τv,1 ∈ [0, N0,v], τv,2 ∈ [0, T0,v], σv ∈ Σv} ,

is UGES for the HDS (24).

Remark 11 The result of Proposition 4 establishes a sufficient condition on the bounds of the gain of the
controller and the time-ratio parameter κv,2 to obtain exponential convergence to the solution of Problem (1)
using a gradient-based controller under persistent attacks. Since the HDS is well-posed the robustness results
of Lemma 3 also hold for system (24).
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Attack
action on:

Time-Ratio Factor: α Controller Gain: ε∗ ISS Gain: γ(||ẇ||t)

Dynamic
Feedback

−minσu∈Σu,a
λ(Mσu

) ρλ(R)
2ℓy max{M̄,1}||C||||G||||PA−1B||(ρ+2max{M̄,1}µ)

1
ε

[

(

max{θλ(P ),(1−θ)eτ0ℓ/2}
min{θλ(P ),(1−θ)µ/2}

)1/2
||r||

kmin{µ2,1}

]

||ẇ(t)||t

Static
Feedback

λ(R̂a)λ(P )
λ(R)λ(P )

ρλ(P )
4ℓyeτ0 ||C||||G||||PA−1B||

1
ε

[

(

max{θλ̄(P )eτ0 ,(1−θ)ℓ/2}
min{θλ(P ),(1−θ)µ/2}

)1/2
||r||

kmin{µ2,1}

]

||ẇ(t)||t

Figure 2: Summary of the results of Propositions 1-4, and Theorems 1-2. The time ratio parameters are
given by 1/1 + α.

By leveraging the results of Proposition 3 and Proposition 4, we now establish the second main result of
this paper, which asserts exponential input-to-state stability of the closed-loop system under attacks, with
respect to the time-variation of w. In conjunction with Theorem 1, this result provides a complete answer
to Problem 1.

Theorem 2 Suppose that Assumptions 1-5 hold, and that conditions (25) and (27) also hold. Then, the
HDS (24) renders the set A∗ E-ISS with respect to |ẇ|, with linear asymptotic gain γ given by

γ (‖ẇ(t)‖t) :=
1

ε

[(
max{θλ̄(P )eτ0 , (1− θ)`/2}

min{θλ(P ), (1− θ)µ/2}

)1/2 ‖r‖
kmin{µ2, 1}

]
‖ẇ(t)‖t, (28)

where k and τ0 are positive constants, r := [2eτ0θ‖PA−1B‖, `y(1−θ)‖H‖‖G‖]> with θ :=
`y‖G‖‖C‖

`y‖G‖‖C‖+2eτ0‖PA−1B‖ .

Remark 12 As in Theorem 1, the asymptotic gain (28) relates the magnitude of ẇ to the size of the residual
set where the trajectories converge. Note that in this case the coefficient eτ0 appears next to the the values and
gains related to the plant. Therefore, when ` >> 1 and µ << 1 (i.e., the cost function f is ill-conditioned)
the asymptotic gain simplifies to

γ (‖ẇ(t)‖t) :=
1

ε

[√
cond(f)

‖r‖
kmin{µ2, 1}

]
‖ẇ(t)‖t, cond(f) =

`

µ
, (29)

which shows the effect of the condition number of u 7→ f(u) on the residual set where the trajectories
converge. Note that a cost function f that is ill-conditioned can be identified by examining the eccentricity
of the sub-level sets.

We summarize in Table 2 the main results of this section. Each row indicates which subsystem is under
attack, and the columns summarize the upper bounds on the time ratios and gains, and also the form of the
ISS gain.

5 Analysis

In this section, we present the analysis and the proofs of Theorems 1 and 2. In both cases, our analysis
leverages the results of Lemma 4 in the Appendix. The structure of the proofs will follow four main steps:

1. For each of the feedback loops under attack, we will introduce an auxiliary Lyapunov-like function for
which a strong exponential decrease can be asserted whenever the feedback loop operates in the stable
mode, and the dynamics of the other loop are neglected.

2. When the feedback loop is under attacks, we incorporate the switching behavior into the system by
extending the auxiliary Lyapunov-like function with a state that depends on the hybrid signal generator.
To establish suitable stability properties for the switched system under attacks we make use of Lemma
4 in the Appendix.
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3. We use the extended auxiliary functions constructed in the previous step, to construct a new Lyapunov
function for the complete hybrid system, and we characterize the upper bound ε∗ on the gain of the
controller needed to guarantee exponential decrease of the function during flows outside of the compact
set of interest. We also show that the Lyapunov function does not increase during jumps.

4. The previous argument, in addition to the average dwell-time constraint, allows us to establish uniform
global exponential stability and/or uniform global exponential ISS.

To model the exogenous input w acting on the system, we will assume that w is generated by an exosystem
of the form ẇ = Fw(w), which evolves in the compact set Λ = λB. For simplicity we assume that Fw is
continuous, and that every trajectory w generated by the exosystem is complete. We assume that during a
jump of the system the signal w does not change, i.e., w+ = w. This model is quite standard in the literature
of nonlinear systems with exogenous inputs.

5.1 Analysis of System with Dynamic Feedback Controller under Attacks

Consider the closed-loop system with attacks on the gradient-flow controller (15), modeled by the HDS (15).
Define the affine map (u,w) 7→ x̄(u,w) as x̄(u,w) := −A−1Bu−A−1Ew, and consider the change of variables
xe := x− x̄. In the new variables, the dynamics can be expressed as:

ẋe = Axe +A−1Bu̇+A−1Eẇ, u̇ = −εMσuϕ(u,w, xe) = −εMσu

(
∇fu(u) +GT∇fy(Cxe +Gu+Hw)

)
,

G := −CA−1B, H := −CA−1E,

where we note that −ϕ(u,w, 0) = −∇f(u,w) = −∇fu(u) − GT∇fy(Gu + Hw). First, we investigate the
stability properties of the “stable mode” of the system by leveraging the stability properties of the gradient
flow. Consider the following auxiliary function:

V (u,w) = f(u,w)− f(u∗),

where we recall that f(u,w) = fu(u)+fy(Gu+Hw). For ϑ ∈ D, during the jumps it holds that V (u+, w+) =

V (u,w). Moreover, for ϑ ∈ C, V̇ (u,w) can be bounded as follows during the flows:

V̇ (u,w) = −ε∇f(u,w)>Mσuϕ(u,w, xe) +H>(∇fy(Gu+Hw)−∇fy(Gu∗ +Hw))ẇ

= −εϕ(u,w, 0)>Mσu(ϕ(u,w, 0) + ϕ(u,w, xe)− ϕ(u,w, 0)) + `y‖H‖‖G‖‖u− u∗‖‖ẇ‖
≤ −ελ(Mσu)‖∇f(u,w)‖2 + ε`y‖C‖‖G‖‖Mσu‖‖∇f(u,w)‖‖xe‖+ `y‖H‖‖G‖‖u− u∗‖‖ẇ‖
≤ −2µελ(Mσu)V (u,w) + ε`y‖C‖‖G‖‖Mσu‖‖∇f(u,w)‖‖xe‖+ `y‖H‖‖G‖‖u− u∗‖‖ẇ‖
≤ −2µελ(Mσu)V (u,w) + ε`y max{M̄, 1}‖C‖‖G‖‖∇f(u,w)‖‖xe‖+ `y‖H‖‖G‖‖u− u∗‖‖ẇ‖.

Next, to study the stability properties of the controller under switching signals with unstable modes, we
consider the following auxiliary function:

V̄ (u,w, τu,1, τu,2) := V (u,w)eτ , τ := ln(ω)τu,1+τu,2(ρs+ρa), τ0 := T0,u(ρs+ρa), ρs = 2µ, ρa = −2µ min
σu∈Σu,a

λ(Mσu),

where we recall that µ is the coefficient in the PL inequality. Since we will analyze all the modes of the
system using the same Lyapunov function, we can set ω = 1; see Lemma 4 in the Appendix. Now, during
jumps the function V̄ (u,w, τu,1, τu,2) satisfies V̄ (u+, w+, τ+

u,1, τ
+
u,2) = V̄ (u,w, τu,1, τu,2), and during flows it

satisfies:

˙̄V (u,w, τu,1, τu,2) = V̇ (u,w)eτ + V (u,w)eτ τ̇

= V̇ (u,w)eτ + V (u,w)eτ (ρs + ρu)τ̇u,2

≤ V̇ (u,w)eτ + εV (u,w)eτ (ρs + ρu)κu,2

≤ −2µεV (u,w)eτ + ε`y max{M̄, 1}‖C‖‖G‖‖∇f(u,w)‖‖xe‖eτ + `y‖H‖‖G‖‖u− u∗‖‖ẇ‖eτ

+ εV (u)eτ (ρs + ρu)κu,2

= −ερV̄ (u) + ε`y max{M̄, 1}‖C‖‖G‖‖∇f(u,w)‖‖xe‖eτ + `y‖H‖‖G‖‖u− u∗‖‖ẇ‖eτ

≤ − ερ
2µ
‖∇f(u,w)‖2eτ0 + ε`y max{M̄, 1}‖C‖‖G‖‖∇f(u,w)‖‖xe‖eτ0 + `y‖H‖‖G‖‖u− u∗‖‖ẇ‖eτ0 ,
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where ρ = ρs − κu,2(ρs + ρa) > 0, hence κu,2 <
ρs

ρs+ρa
= 1

1+α , and α := −minσu∈Σu,a λ(Mσu). Notice that
α ≥ 0 due to the definition of Mai .

We now analyze the interconnection of the plant dynamics and the switched controller. To do this, we
first consider the auxiliary function W (xe) = x>e Pxe, where P � 0 and satisfies A>P +PA � −R for R � 0
due to Assumption 1. Along the trajectories of the plant dynamics the time derivative of W satisfies the
following inequalities:

Ẇ (xe) = ẋ>e Pxe + x>e Pẋe

= 2x>e P (Axe +A−1Bu̇+A−1Eẇ)

= x>e (A>P + PA)xe + 2x>e
(
PA−1Bu̇

)
+ 2x>e

(
PA−1Bẇ

)
≤ −x>e Rxe − 2εx>e

(
PA−1BMσuϕ(u,w, xe)

)
+ 2x>e

(
PA−1Bẇ

)
≤ −λ(R)‖xe‖2 + 2ε‖PA−1B‖‖Mσu‖‖ϕ(u,w, xe)‖‖xe‖+ 2‖PA−1B‖‖xe‖‖ẇ‖
≤ −λ(R)‖xe‖2 + 2ε‖PA−1B‖‖Mσu‖‖xe‖‖ϕ(u,w, 0) + ϕ(u,w, xe)− ϕ(u,w, 0)‖+ 2‖PA−1B‖‖xe‖‖ẇ‖
≤ −λ(R)‖xe‖2 + 2ε‖PA−1B‖‖Mσu‖‖xe‖(‖ϕ(u,w, 0)‖+ ‖ϕ(u,w, xe)− ϕ(u,w, 0)‖) + 2‖PA−1B‖‖xe‖‖ẇ‖
≤ −λ(R)‖xe‖2 + 2ε‖PA−1B‖‖Mσu‖‖xe‖(‖∇f(u,w)‖+ `y‖C‖‖G‖‖xe‖) + 2‖PA−1B‖‖xe‖‖ẇ‖
= −λ(R)‖xe‖2 + 2ε`y‖PA−1B‖‖Mσu‖‖C‖‖G‖‖xe‖2 + 2ε‖PA−1B‖‖Mσu‖‖xe‖‖∇f(u,w)‖

+ 2‖PA−1B‖‖xe‖‖ẇ‖
≤ −λ(R)‖xe‖2 + 2ε`y max{M̄, 1}‖PA−1B‖‖C‖‖G‖‖xe‖2 + 2εmax{M̄, 1}‖PA−1B‖‖xe‖‖∇f(u,w)‖

+ 2‖PA−1B‖‖xe‖‖ẇ‖.

Next, we consider the following Lyapunov function for the complete HDS (15):

U(ϑ) = (1− θ)V̄ (u,w, τu,1, τu,2) + θW (xe), θ ∈ (0, 1). (30)

This function is bounded from below and above as follows:

min
{
θλ(P ),

µ

2
(1− θ)

}
|z|2A∗ ≤ U(ϑ) ≤ max

{
θλ(P ),

`

2
(1− θ)eτ0

}
|z|2A∗ , ∀ ϑ ∈ C ∪D, (31)

where we used the fact that τu,1 ∈ [0, N0,u], τu,2 ∈ [0, T0,u], and σu ∈ Σu at all times. Moreover, for any

ϑ ∈ D, it follows that U(ϑ+) = U(ϑ). Also, for any ϑ ∈ C, the time derivative of U̇ can be upper bounded
as follows:

U̇(ϑ) = (1− θ) ˙̄V (u,w, τ1, τ2) + θẆ (xe)

≤ −(1− θ) ερ
2µ
‖∇f(u,w)‖2eτ0 + ε`y(1− θ) max{M̄, 1}‖C‖‖G‖‖∇f(u,w)‖‖xe‖eτ0

+ `y(1− θ)‖H‖‖G‖‖u− u∗‖‖ẇ‖eτ0 − θλ(R)‖xe‖2 + 2ε`yθmax{M̄, 1}‖PA−1B‖‖C‖‖G‖‖xe‖2

+ 2εθmax{M̄, 1}‖PA−1B‖‖xe‖‖∇f(u,w)‖+ 2θ‖PA−1B‖‖xe‖‖ẇ‖ .

Let ξ := [‖xe‖, ‖∇f(u,w)‖]> and ζ := [‖xe‖, ‖u− u∗‖]>; using these definitions, we obtain:

U̇(ϑ) ≤ −εξ>Ξξ + r>ζ‖ẇ‖, (32)

where r := [2θ‖PA−1B‖, `y(1− θ)eτ0‖H‖‖G‖]>, and Ξ is a symmetric matrix of the form

Ξ =

[
θ
(
α
ε − β

)
− 1

2 ((1− θ)δ + θχ)
− 1

2 ((1− θ)δ + θχ) (1− θ)γ

]
. (33)

with α := λ(R), β := 2`y max{M̄, 1}‖PA−1B‖‖C‖‖G‖, δ := `ye
τ0 max{M̄, 1}‖G‖‖C‖, χ := 2 max{M̄, 1}‖PA−1B‖,

γ := ρeτ0

2µ , θ := δ
δ+χ , and with ε satisfying (18).
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The last step is to show that the quadratic term on the right-hand-side of (32) dominates the linear term.
Using the PL inequality, it holds that ‖ξ‖2 ≥ µ2‖u − u∗‖2 + ‖xe‖2 ≥ min{µ2, 1}‖ζ‖2. It follows that for
0 < k ≤ λ(Ξ), (32) can be further upper bounded as follows:

U̇(ϑ) ≤ −εξ>(Ξ− kI)ξ − εk‖ξ‖2 + r>ζ‖ẇ‖
≤ −εξ>(Ξ− kI)ξ − εkmin{µ2, 1}‖ζ‖2 + ‖r‖‖ζ‖‖ẇ‖

≤ −ελ(Ξ− kI)‖ξ‖2 = −ελ(Ξ− kI)|ϑ|2A∗ , ∀ |z|A∗ ≥
‖r‖‖ẇ(t)‖t
εkmin{µ2, 1}

(34)

which establishes the result by Lemma 4. �

5.2 Analysis of System with Static Feedback Controller under Attacks

In this section, we show an analytical derivation of the results for the stability of the system (24), which
models the interconnected system with attacks to the inner control loop.

First, we analyze the stability properties of the ””stable mode”, namely, σv = s. We define the affine
mapping (u,w) 7→ x̄(u,w) given by x̄ = −A−1

s Bsu − A−1
s Esw; furthermore, with the change of variable

xe = x− x̄, one arrives at the system:

ẋe = Asxe +A−1
s Bsu̇+A−1

s Esẇ, u̇ = −εϕ(u, xe) := −ε(∇fu(u) +G>s ∇fy(Cxe +Gsu+Hsw))

Gs := −CA−1
s Bs, Hs := −CA−1

s Es,

where −ϕ(u, 0) = −∇f(u,w) = −∇fu(u) − G>s ∇fy(Gsu + Hsw). For this system consider the auxiliary
function W := x>e Pxe, where P � 0 satisfies the algebraic condition A>s P + PAs = −R for a given matrix
R � 0. For ϑ ∈ D, during the jumps we have that W (x+

e ) = W (xe). On the other hand, for ϑ ∈ C, the
derivative of W along the trajectory of the system during flows reads:

Ẇ = ẋ>e Pxe + x>e Pẋe

=
(
Asxe +A−1

s Bsu̇+A−1
s Esẇ

)>
Pxe + x>e P

(
Asxe +A−1

s Bsu̇+A−1
s Esẇ

)
= x>e (A>s P + PAs)xe + 2x>e P (A−1

s Bsu̇) + 2x>e P (A−1
s Esẇ)

= −x>e Rxe − 2εx>e PA
−1
s Bs(ϕ(u, xe) + ϕ(u, 0)− ϕ(u, 0)) + 2x>e P (A−1

s Esẇ)

≤ −x>e Rxe + 2ε‖xe‖‖PA−1
s Bs‖‖ϕ(u, 0) + (ϕ(u, xe)− ϕ(u, 0))‖+ 2x>e P (A−1

s Esẇ)

≤ −x>e Rxe + 2ε‖xe‖‖PA−1
s Bs‖(‖ϕ(u, 0)‖+ ‖ϕ(u, xe)− ϕ(u, 0)‖) + 2x>e P (A−1

s Esẇ)

≤ −λ(R)‖xe‖2 + 2ε‖PA−1
s Bs‖‖xe‖‖∇f(u,w)‖+ 2ε`y‖PA−1

s Bs‖‖C‖‖Gs‖‖xe‖2 + 2‖xe‖‖PA−1
s Es‖‖ẇ‖

≤ −ρsW (xe) + 2ε‖PA−1
s Bs‖‖xe‖‖∇f(u,w)‖+ 2ε`y‖PA−1

s Bs‖‖C‖‖Gs‖‖xe‖2 + 2‖xe‖‖PA−1
s Es‖‖ẇ‖

where we defined ρs := λ(R)

λ(P )
.

Next, for the ”unstable modes”. Let σv = ai, for a fixed ai ∈ Σv,a. We change variable to xe = x − x̄
where x̄ := −A−1

ai Baiu−A
−1
ai Eaiw, resulting in

ẋe = Aaixe +A−1
ai Bai u̇+A−1

ai Eaiẇ, u̇ = −εϕ(u, xe) := −ε(∇fu(u) +G>a∇fy(Cxe +Gaiu+Haiw))

Gai := −CA−1
ai Bai , Hai := −CA−1

ai Eai ,

and −ϕ(u, 0) = −∇f(u,w) = −∇fu(u)−G>a∇fy(Gaiu+Haiw).

Consider again the auxiliary function W = x>e Pxe, where P � 0 and satisfies A>aiP + PAai = R̂ai for a

given R̂ai as stated after Assumption 4.
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For ϑ ∈ D, during jumps we have that W (x+
e ) = W (xe). Moreover, for ϑ ∈ C, during flows we have

Ẇ = ẋ>e Pxe + x>e Pẋe

=
(
Aaixe +A−1

ai Bai u̇+A−1
ai Eaiẇ

)>
Pxe + x>e P

(
Aaixe +A−1

ai Bai u̇+A−1
ai Eaiẇ

)
= x>e (A>aiP + PAai)xe + 2x>e P (A−1

ai Bai u̇) + 2x>e P (A−1
ai Eaiẇ)

= x>e R̂aixe − 2εx>e PA
−1
ai Bai(ϕ(u, xe) + ϕ(u, 0)− ϕ(u, 0)) + 2x>e P (A−1

ai Eaiẇ)

≤ x>e R̂aixe + 2ε‖xe‖‖PA−1
ai Bai‖‖ϕ(u, 0) + (ϕ(u, xe)− ϕ(u, 0))‖+ 2x>e P (A−1

ai Eaiẇ)

≤ x>e R̂aixe + 2ε‖xe‖‖PA−1
ai Bai‖(‖ϕ(u, 0)‖+ ‖ϕ(u, xe)− ϕ(u, 0)‖) + 2x>e P (A−1

ai Esẇ)

≤ λ(R̂ai)‖xe‖2 + 2ε‖PA−1
ai Bai‖‖xe‖‖∇f(u,w)‖+ 2ε`y‖PA−1

ai Bai‖‖C‖‖Gai‖‖xe‖
2 + 2‖xe‖‖PA−1

ai Eai‖‖ẇ‖
≤ ρaiW (xe) + 2ε‖PA−1

ai Bai‖‖xe‖‖∇f(u,w)‖+ 2ε`y‖PA−1
ai Bai‖‖C‖‖Gai‖‖xe‖

2 + 2‖xe‖‖PA−1
ai Eai‖‖ẇ‖,

where ρai :=
λ(R̂ai )

λ(P ) for a fixed ai.

We analyze the stability of the switched plant with the following auxiliary function

W̄ (xe, τv,2) = W (xe)e
τ , τ = ln(ω)τv,1 + τv,2(ρs + ρa), where 0 ≤ τ ≤ τ0 := T0,v(ρs + ρa)

and ρs :=
λ(R)

λ(P )
ρa :=

λ(R̂a)

λ(P )
.

(35)

By Assumption 5, Gs = Gai , ‖PA−1
s Bs‖ = ‖PA−1

ai Bai‖, and ‖PA−1
s Es‖ = ‖PA−1

ai Eai‖ ∀ai ∈ Σv,a,
hence, we drop the subindices s and ai. Since, we will analyze the modes using the same Lyapunov function,
we set ω = 1; see Lemma 4 in the Appendix.

Now, see that during jumps the function W̄ (xe, τv,1, τv,2) satisfies W̄ (x+
e , τ

+
v,1, τ

+
v,2) = W̄ (xe, τv,1, τv,2),

and during flows it satisfies:

˙̄W (xe, τv,1, τv,2) = Ẇ (xe)e
τ +W (xe)e

τ τ̇

= Ẇ (xe)e
τ +W (xe)e

τ (ρs + ρa)τ̇v

≤ Ẇ (xe)e
τ +W (xe)e

τ (ρs + ρa)κv,2

≤ −ρsW (xe)e
τ + 2ε‖PA−1B‖‖xe‖‖∇f(u,w)‖eτ + 2ε`ye

τ‖PA−1B‖‖C‖‖G‖‖xe‖2

+ 2eτ‖xe‖‖PA−1B‖‖ẇ‖+W (xe)e
τ (ρs + ρa)κv,2

≤ −ρW̄ (xe) + 2ε‖PA−1B‖‖xe‖‖∇f(u,w)‖eτ + 2ε`ye
τ‖PA−1B‖‖C‖‖G‖‖xe‖2

+ 2eτ‖xe‖‖PA−1B‖‖ẇ‖
≤ −ρλ(P )‖xe‖2 + 2ε‖PA−1B‖‖xe‖‖∇f(u,w)‖eτ + 2ε`ye

τ‖PA−1B‖‖C‖‖G‖‖xe‖2

+ 2eτ‖xe‖‖PA−1B‖‖ẇ‖,

where ρ := ρs − κv,2(ρs + ρa) > 0, hence κv,2 <
ρs

ρs+ρa
= 1

1+α , and α := λ(R̂a)λ(P )
λ(R)λ(P ) > 0. To analyze the

nominal controller (5) we considered the auxiliary function V (u,w) = f(u,w) − f(u∗), then we get the
following upper bound:

V̇ (u,w) = −ε∇f(u,w)>ϕ(xe, u) +H>(∇fy(Gu+Hw)−∇fy(Gu∗ +Hw))ẇ

= −εϕ(0, u)>(ϕ(0, u) + ϕ(xe, u)− ϕ(0, u)) + `y‖H‖‖G‖‖u− u∗‖‖ẇ‖
≤ −ε‖∇f(u,w)‖2 + ε‖∇f(u,w)‖‖G‖‖∇fy(Cxe +Gu+Hw)−∇fy(Gu+Hw)‖

+ `y‖H‖‖G‖‖u− u∗‖‖ẇ‖
≤ −ε‖∇f(u,w)‖2 + ε`y‖G‖‖C‖‖∇f(u,w)‖‖xe‖+ `y‖H‖‖G‖‖u− u∗‖‖ẇ‖
≤ −ε‖∇f(u,w)‖2 + ε`y‖G‖‖C‖‖∇f(u,w)‖‖xe‖+ `y‖H‖‖G‖‖u− u∗‖‖ẇ‖.
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For the HDS (24), we considered the Lyapunov function U(ϑ) = θW̄ (xe, τv,1, τv,2) + (1 − θ)V (u,w), with
θ ∈ (0, 1). This function is bounded as follows:

min{θλ(P ), (1− θ)µ/2}|z|2A∗ ≤ U(ϑ) ≤ max{θλ̄(P )eτ0 , (1− θ)`/2}|z|2A∗ , ∀ϑ ∈ C ∪D,

where we used the facts that τv,1 ∈ [0, N0,v], τv,2 ∈ [0, T0,v], and σv ∈ Σv. For every ϑ ∈ D we have that the
jumps satisfy U(ϑ+) = U(ϑ). Moreover, for ϑ ∈ C the time derivative of U is upper bounded as follows:

U̇(ϑ) = θ ˙̄W (xe, τv,2) + (1− θ)V̇ (u)

≤ −θρλ(P )‖xe‖2 + 2εθ‖PA−1B‖‖xe‖‖∇f(u,w)‖eτ + 2ε`ye
τθ‖PA−1B‖‖C‖‖G‖‖xe‖2

+ 2eτθ‖xe‖‖PA−1B‖‖ẇ‖ − ε(1− θ)‖∇f(u,w)‖2 + ε(1− θ)`y‖G‖‖C‖‖∇f(u,w)‖‖xe‖
+ (1− θ)`y‖H‖‖G‖‖u− u∗‖‖ẇ‖
≤ −θρλ(P )‖xe‖2 + 2εθ‖PA−1B‖‖xe‖‖∇f(u,w)‖eτ0 + 2ε`ye

τ0θ‖PA−1B‖‖C‖‖G‖‖xe‖2

+ 2eτ0θ‖xe‖‖PA−1B‖‖ẇ‖ − ε(1− θ)‖∇f(u,w)‖2 + ε(1− θ)`y‖G‖‖C‖‖∇f(u,w)‖‖xe‖
+ (1− θ)`y‖H‖‖G‖‖u− u∗‖‖ẇ‖.

Now, let ξ := [‖xe‖, ‖∇f(u,w)‖]>, and ζ := [‖xe‖, ‖u− u∗‖]>; hence, we obtain

U̇(ϑ) ≤ −εξ>Ξξ + r>ζ‖ẇ‖, (36)

where r := [2eτ0θ‖PA−1B‖, `y(1−θ)‖H‖‖G‖]>, and Ξ is a symmetric matrix as in Lemma 5 with parameters
α := ρλ(P ), β := 2`ye

τ0‖PA−1B‖‖C‖‖G‖, δ := `y‖G‖‖C‖, χ := 2eτ0‖PA−1B‖, γ := 1, when θ := δ
δ+χ , and

ε satisfies (27).
Finally, we show that the the quadratic term dominates the linear term in (36). Notice that by the PL

inequality we get ‖ξ‖2 ≥ µ2‖u − u∗‖2 + ‖xe‖2 ≥ min{µ2, 1}‖ζ‖2. Hence, for 0 < k ≤ λ(Ξ), we rewrite (36)
as follows:

U̇(ϑ) ≤ −εξ>(Ξ− kI)ξ − εk‖ξ‖2 + r>ζ‖ẇ‖
≤ −εξ>(Ξ− kI)ξ − εkmin{µ2, 1}‖ζ‖2 + ‖r‖‖ζ‖‖ẇ‖
≤ −ελ(Ξ− kI)‖ξ‖2, (37)

the last inequality holds when εkmin{µ2, 1}‖ζ‖2 > ‖r‖‖ζ‖‖ẇ‖. Notice that ‖ζ‖ = |z|A with A∗ as defined in

Theorem 2. Hence, the inequality in (37) is satisfied for |z|A ≥ ‖r‖‖ẇ(t)‖t
εkmin{µ2,1} . Using Lemma 4 in the Appendix

we obtain the E-ISS result for the HDS. �

6 Numerical Examples

In this section, we present some numerical results that validate our theoretical contributions. We simulate
a linear time-invariant system with state x ∈ R2, static control input v ∈ R, dynamic control input u ∈ R,
and disturbance w ∈ R. The goal is to regulate the solutions of the plant to the solutions of the following
optimization problem

min
u,y

fu(u) + fy(y) := min
u,y

u>Ru+ (y − yref)
>Q(y − yref), (38)

with R = 2, and Q = [1 0; 0 2].

6.1 Attacks on the static feedback controller

We first consider the scenario where the static controller operates under two switching attacks, and the
dynamic controller operates in the nominal stable mode. The plant has the following structure:

ẋ =

[
1 0
2 −1.5

]
x+

[
1
1

]
v +

[
−1.06
−0.62

]
u+

[
−0.82
−0.79

]
w, y =

[
0.1 0
0 0.1

]
x, (39)
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Figure 3: Attack to static feedback controller under constant and time-varying perturbations w.

For this plant, we design an internal static controller that places the poles of the closed loop system (F +
NKC) at −2. Hence, K = [−40 5]. The attacks acting on the controller are modeled by the scalars
La1 = 0, and La2 = −0.1, which leads to the following matrices:

Aa1 =

[
1 0
2 −1.5

]
Ba1 =

[
0.34
0.78

]
Ea1 =

[
0.30
0.34

]
,

Aa2 =

[
1.4 −0.5
2.4 −1.55

]
Ba2 =

[
0.48
0.92

]
Ea2 =

[
0.42
0.45

]
,

which satisfy Assumption 5. The time-ratio parameter is set as κv,2 = 0.365, which induces α = 1.71 in
Proposition 3. The gain inducing the time-scale separation is set as ε∗ = 0.0149. In our simulation, the
nominal stable mode is denoted by the index 1, the unstable mode σa1 is denoted by the index 2, and σa2 is
denoted by the index 3. Thus Σv = {1, 2, 3} and Σv,a = {2, 3}. The theoretical value of ε∗ is conservative,
and to obtain faster convergence we also simulated the system with a gain of ε = 20ε∗. The left-hand
side of Figure 3 shows the performance of the closed-loop system under a constant disturbance w = 0.96.
As expected, the trajectories of the system converge to the set of optimal solutions. On the other hand,
the the right-hand side shows the performance of the system under a time-varying disturbance modeled by
ẇ = a sin(ωt), with a = 0.05 and ω = 2π × 0.05. Here, we can see that the norm of the tracking error is
eventually bounded by 21.

6.2 Attacks on the dynamic feedback controller

We now consider the dynamic controller operating under two switching attacks, while the nominal static
controller (stable) remains free from any attack. In this case, we have the following nominal plant

ẋ =

[
−3 0.5
−2 −1

]
x+

[
1
1

]
u+

[
1
1

]
w, y =

[
1 0
0 1

]
x. (40)

We simulate the system in (40) interconnected with the dynamic controller (9) under attacks. The attacks
are modeled by the scalar gains Ma1 = −1, and Ma2 = −2. The time-ratio parameter is set to κu,2 = 0.33,
which induces α = 2 in Proposition 1. To induce time scale separation, the gain is set as ε∗ = 0.0093. In the
simulation, the nominal stable mode is characterized by the index {1}, the attack σa1 is characterized by the
mode {2}, and also σa2 is characterized by {3}. Since simulations show that the theoretical gain ε∗ is very
conservative, we set ε = 20ε∗ to achieve faster convergence in the experiments. In the left plot of Figure 4,
we show the decreasing tracking error under a constant disturbance w. Similarly, in the right plot, we show
the behavior of the system under a time-varying disturbance ẇ = a sin(ωt) with a = 0.05 and ω = 2π×0.05.
As predicted by Theorem 2, the tracking error is eventually uniformly ultimately bounded.
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Figure 4: Attack to dynamic feedback controller under constant and time-varying perturbations w.

7 Conclusions

In this paper, we have studied for the first time the stability properties of LTI plants controlled by dynamic
gradient-based controllers subject to persistent attacks. For static output-feedback controllers, we showed
that exponential stability of the system can be guaranteed by constraining sufficiently often the total ac-
tivation time of the attacks via defense mechanisms with a persistent rejection property. For the dynamic
gradient-flow controllers, we showed that system stability can be further guaranteed by properly tuning the
controller gain. To the best knowledge of the authors, our results are the first in the literature of feedback-
based automatic optimization that study the convergence and stability properties of the algorithms using
the framework of hybrid dynamical systems, and Lyapunov-based tools for switched systems with unstable
modes. Overall, our results demonstrate for the first time that input-to-state stability can be guaranteed for
the closed-loop system provided the total activation time of the unstable modes satisfies a particular upper
bound, and enough time scale separation is induced between the dynamics of the plant and the controller.
We also presented explicit characterizations of the ISS gains, the theoretical upper bounds on the controller
gains, and the time ratio constraints needed to preserve stability. Relevant research directions that require
further investigation include the analysis of systems with non-common equilibrium points and extensions to
plants with nonlinear dynamics.
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Appendix

Consider a set-valued HDS with state ϑ := (τ1, τ2, φ) ∈ R≥0 ×R≥0 ×Φ, with Φ := Φu ∪Φs, and dynamics:

ϑ ∈ CM := [0, N0]× [0, T0]× Φ, (41a) τ̇1
τ̇2
φ̇

 ∈ FM (ϑ) :=

 [0, κ1]
[0, κ2]− IΦu(φ)

0

 , (41b)

ϑ ∈ DM := [1, N0]× [0, T0]× Φ, (41c) τ+
1

τ+
2

φ+

 ∈ GM (ϑ) :=

 τ1 − 1
τ2

Φ\{φ}

 , (41d)

where T0 ≥ 0, N0 ∈ Z≥1, κ1 > 0, and κ2 ∈ (0, 1). Denote T := [0, N0]× [0, T0]×Φ, and consider a HDS with
state ξ = (ϑ, (ζ, s)), where ϑ ∈ R3, ζ ∈ Rp, υ ∈ Rm and s ∈ R; having continuous-time dynamics given by

ξ ∈ CM × C, ϑ̇ ∈ FM (ϑ), ζ̇ = Fφ(ζ, s, υ), ṡ = ς, (42)

where ς > 0, FM : R3 ⇒ R3, C := Rp × [s, s̄] with s̄ > s > 0, and t 7→ υ(t) is a continuously differentiable
external input. The discrete-time dynamics are given by

ξ ∈ D1 ∪D2, ξ+ ∈ G1,2(ξ), (43)

where D1 := DM × C, D2 := CM ×D, D := Rp × {s̄}, DM and CM are defined in (41), and

G1,2(ξ) :=

 G1(ξ), if ξ ∈ D1

G2(ξ), if ξ ∈ D2

G1(ξ) ∪G2(ξ), if ξ ∈ D1 ∩D2,
(44)

with set-valued maps G1, G2 : R4+p ⇒ R4+p defined as

G1(ξ) = GM (ϑ)× {ζ} × {s}, G2(ξ) = {ϑ} × {G(ζ)} × {s},

where G : Rp → Rp, and GM is defined in (41d). The following lemma provides a minor extension of [11,
Lemma 6] for systems with inputs in the flow map via the mapping Fφ. It is similar to [42, Prop 3.], with
the difference that the states (τ1, τ2, φ) are generated by the hybrid automaton (41), and it allows for extra
periodic jumps triggered by the timer s.

Lemma 4 Suppose that G and Fφ are continuous functions for each φ ∈ Φ := Φs ∪ Φu ⊂ Z≥1, where
(Φs,Φu) satisfy Φs ∩ Φu = ∅. Let ψ := (ζ, s) and A ⊂ C ∪D be compact. Suppose there exist continuously
differentiable functions Vφ : (C ∪D)→ R≥0 such that:

1. There exists α1(r) := c1r
2, and α2(r) := c2r

2 such that:
α1(|ψ|A) ≤ Vφ(ψ) ≤ α2(|ψ|A), ∀ (ψ, φ) ∈ (C ∪D)× Φ.

2. There exists ϕ ∈ K∞, and ρs, ρu > 0 such that if |ψ|A ≥ ϕ(‖υ‖), then
〈∇Vφs(ψ), Fφs(ψ, υ)〉 ≤ −ρsVφs(ψ), ∀ (ψ, φs) ∈ C × Φs.
〈∇Vφu(ψ), Fφu(ψ, υ)〉 ≤ ρuVφu(ψ), ∀ (ψ, φu) ∈ C × Φu.

3. There exists ω ≥ 1 such that
Vφ′(ψ) ≤ ωVφ(ψ), ∀ (ψ, φ′, φ) ∈ (C ∪D)× Φ× Φ.

4. There exists % ∈ (0, 1) > 0 such that
Vφ(ψ+)− Vφ(ψ) ≤ −%Vφ(ψ), ∀ (ψ, φ) ∈ D × Φ.

Then, if ρs > κ1 ln(ω)+κ2(ρs+ρu), there is α ∈ K∞, and β ∈ KL such that for any complete solution ψ(t, k)
to the HDS (42)-(43) with initial conditions ψ(0, 0) and input υ then |ψ(t, k)|A×T ≤ β(|ψ(t, k)|A×T , t− 0) +
α(‖u‖t), for all t ≥ 0. �
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Proof: Define τ := ln(ω)τ1+(ρs+ρu)τ2, and V (ϑ) = Vφ(ψ)eτ . Using (41b), it follows that during flows we
have τ̇ ∈ ln(ω)[0, κ1]+(ρs+ρu)([0, κ2]−IΦu(φ)) = [0, γ]−(ρs+ρu)IΦu(φ), where γ := κ2(ρs+ρu)+κ1 ln(ω).
It follows that if φ ∈ Φs and ψ ∈ C, then

V̇ (ϑ) ≤ Vφ(ψ)eτ τ̇ − ρsVφ(ψ)eτ

= −(ρs − γ)Vφ(ψ)eτ = −ρV (ϑ), (45)

where ρ := ρs − γ > 0 whenever ρs > κ2(ρs + ρu) + κ1 ln(ω). Similarly, if φ ∈ Φu and ψ ∈ C, then

V̇ (ϑ) ≤ Vφ(ψ)eτ τ̇ + ρuVφ(ψ)eτ

≤ Vφ(ψ)eτ (γ − (ρs + ρu)) + ρuVφ(ψ)eτ ≤ −ρV (ϑ).

During jumps of the form ϑ+ ∈ G2(ϑ), we have that

V (ϑ+) = Vφ(ψ+)eτ ≤ (1− %)Vφ(ψ)eτ = (1− %)V (ϑ).

for all ξ ∈ D2. Similarly, since τ+ = τ − ln(ω), during jumps of the form ϑ+ ∈ G1(ϑ), we have

V (ϑ+) = Vφ+(ψ)eτ
+

≤ max
φ+∈Φ

Vφ+(ψ)eτe− ln(ω)

≤ ωVφ(ψ)eτe− ln(ω) = V (ϑ). (46)

for all ξ ∈ D1. Combining inequalities (45)-(46), the result follows by [42, Proposition 3] with α(r) :=
α−1

1 (α2(ϕ(r))), and β(r, t) := α−1
1 (α2(r) exp(−ρt)). �

Lemma 5 Let α, β, δ, χ, γ be positive scalars, let θ ∈ (0, 1) be tunable parameters, and let

Ξ =

[
θ
(
α
ε − β

)
− 1

2 ((1− θ)δ + θχ)
− 1

2 ((1− θ)δ + θχ) (1− θ)γ

]
.

If 0 < ε < αγ/(βγ + δχ), then there exists θ < δ/(δ + χ), such that Ξ is positive definite.

Proof: The matrix Ξ is positive definite if and only if the leading principal minors are positive. In this case
(1− θ)γ > 0 and θ(1− θ)

(
α
ε − β

)
γ > 1

4 ((1− θ)δ + θχ)2. The first inequality is guarantee by the definition
of θ and γ. The second inequality can be rewritten as:

ε <
αγ

βγ + ((1−θ)δ+θχ)2

4θ(1−θ)

= ε̂(θ).

The function ε̂ attains its maximum at θ = θ∗ := δ
δ+χ , with ε∗ := ε̂(θ∗) = αγ

βγ+δχ . �
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