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Abstract— Aggregative cooperative optimization problems arise
in distributed decision-making scenarios where each agent’s
objective depends on its own decision as well as on an aggregate
variable representing the collective behavior of the system.
Motivated by practical settings in which gradient information
is unavailable, this paper proposes a randomized gradient-free
algorithm, named ARGFree, for solving such problems. We
establish that ARGFree converges in expectation to an approx-
imate optimizer, where the approximation error originates from
the use of a randomized gradient estimator. To the best of our
knowledge, ARGFree is the first method in the literature ca-
pable of solving aggregative cooperative optimization problems
without requiring gradient information. The effectiveness of
the proposed algorithm is validated through robotic formation
control experiments, including an implementation on a team of
embedded systems based on Segway-type robots.

I. INTRODUCTION

In recent years, the widespread use of multi-agent systems
has sparked increasing interest in solving optimization prob-
lems through distributed approaches. Representative exam-
ples include parameter estimation, source localization in
sensor networks, utility maximization, resource allocation,
and multi-robot coordination. See the recent surveys [1]–[3]
for comprehensive overviews of the field.
A large body of work on cooperative distributed optimiza-
tion focuses on the so-called consensus optimization or
federated learning framework [1]. In this setting, agents
aim to jointly solve optimization problems of the form
minx1,...,xN

1
N

∑N
i=1 fi(xi), subject to xi = xj for all i ̸= j.

In this formulation, fi denotes the local loss function that
agent i seeks to minimize, and the consensus constraints
xi = xj ensures that all decision variables agree at con-
vergence. One key feature of this problem is that each fi
depends only on the the local decision variable xi. However,
in many practical problems—such as robotic formation [4]
and feedback optimization [5], [6]—local objective functions
may depend not only on the agent’s own decision variable,
but also on those of other agents. Moreover, the decision
variables may not need to always coincide at convergence
(such as in k-agreement problems [7]). For example, in
robotic formation control problems, each agent is interested
in reaching a configuration that depends not only on the
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individual target location, but also on the barycenter of
the group. These objectives have inspired the framework
of aggregative cooperative optimization, recently proposed
in [8], where agents cooperatively solve optimization prob-
lems of the form minx1,...,xN

1
N

∑N
i=1 f̃i(xi, σf(x)) , with

σf(x) denoting an aggregation function that depends on
all decision variables x1, . . . , xN . Unfortunately, existing
techniques to solve aggregative cooperative optimization
problems assume that the agents have access to gradient (or
subgradient) information about the local objective. In fact,
in various applications, the relationship between the decision
variables and the cost functions may be unknown, gradient
information may be inaccessible, or the functions may not
even be differentiable. The dependence on the aggregative
function, along with the potentially complex structure of
σf(x), further increases the difficulty of computing gradients.
Motivated by this gap, we propose ARGFree, a distributed
gradient-free method that employs randomized (zeroth-order)
finite-difference approximations to estimate gradients and
solve aggregative cooperative optimization problems without
requiring explicit gradient information.
The Aggregative Random Gradient-Free (ARGFree) algo-
rithm proposed here builds upon two main components: (i)
a descent step, based on a forward-difference approximation
of the gradient, which drives the optimization toward a
minimizer of the aggregate loss function; and (ii) a group of
tracking variables, designed to estimate finite-difference ap-
proximations of the gradient of the loss function. We demon-
strate that the proposed method is capable of computing an
approximate solution to the optimization problem, where the
approximation error stems from using a randomized gradient
estimate in place of the exact gradient.
We classify the existing literature relevant to our work into
two main categories: (i) research on aggregative cooper-
ative optimization, and (ii) gradient-free methods for dis-
tributed optimization. Aggregative cooperative optimization:
The aggregative cooperative optimization framework was
introduced in the pioneering work [8] to model problems
where local objectives depend on a global (aggregative)
variable. It is worth emphasizing that our use of the term
“cooperative” in aggregative cooperative optimization is in-
tended to distinguish our framework from that of aggregative
games [9]. Online and constrained variants of the aggregative
cooperative optimization problem have been studied in [10].
Other notable contributions include [11], which introduces a
distributed Frank–Wolfe method, and the accelerated algo-
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rithms proposed in [12]. Particularly relevant to the present
work are the recent works [13], [14], which harness learning-
based techniques to handle uncertainty in the environment.
Gradient-free methods in distributed optimization: Although
gradient-free techniques have a long history in optimization,
their theoretical analysis was formalized only recently in [15]
in the centralized setting. In distributed settings, most ex-
isting works focus on the consensus optimization problem.
Methods based on multi-point gradient estimators are studied
in [16], two-point estimators are proposed in [17], and single-
point estimators are considered in [18]. Continuous-time
algorithms have also been shown to be effective [19]. Further
developments include analysis over time-varying graphs [20],
primal-dual approaches [21], constrained stochastic prob-
lems [22], and communication-imperfect settings [23]. Ac-
celerated variants are proposed in [24], while extremum-
seeking based approaches are studied in [25]. Gradient-free
methods tailored for games are presented in [26]. To the
best of the authors’ knowledge, all these methods are limited
to the consensus optimization framework, and gradient-free
methods specifically designed for aggregative cooperative
optimization problems are still lacking.
This paper features three main contributions. First, we in-
troduce ARGFree (Algorithm 1), a randomized, gradient-
free method designed to solve aggregative cooperative opti-
mization problems. Unlike existing approaches, our method
does not require gradient information; instead, it relies
only on local function evaluations (as detailed in require-
ments (R1)–(R2) in Section II). Second, we establish con-
vergence bounds for the proposed algorithm (theorems 7
and 8), showing that its iterates converge in expectation to an
approximate optimizer; the approximation error arises from
the use of a randomized gradient estimator in place of the
exact gradient. An important feature of the algorithm is that
its asymptotic accuracy can be controlled by appropriately
tuning the available parameters. Third, we validate our
theoretical findings through both numerical simulations and
experiments using a team of embedded systems based on the
Balboa 32U4 self-balancing robot (Section V).
The remainder of the paper is organized as follows. Section II
introduces the problem formulation and technical preliminar-
ies. Section III presents the proposed ARGFree algorithm
and analyzes its convergence properties. Section V provides
numerical and experimental validations on robotic formation
control tasks. Finally, Section VI concludes the paper.
We adopt the following notation. Rn

>0 and Rn
≥0 denote vec-

tors in Rn with positive and nonnegative entries, respectively;
Sn is the space of symmetric n×n real matrices; and [n] :=
{1, . . . , n}. For vectors v1, . . . , vn, col(v1, . . . , vn) denotes
their column stacking. 1n and 0n denote the n-dimensional
all-ones and all-zeros vectors, respectively (dimensions are
omitted when clear). For a square matrix M , ρ(M) denotes
its spectral radius, and ⊗ the Kronecker product. Eu[·]
denotes expectation with respect to the random variable u.

II. PROBLEM SETTING

In this section, we introduce the problem of interest and
illustrate its relevance through representative applications.

A. Problem formulation

Consider a group of N agents, where each agent i ∈ [N ] is
associated with a local decision variable xi ∈ Rni and a local
loss function f̃i : Rni × Rd → R. Let x = col(x1, . . . , xN )
and define n :=

∑N
i=1 ni. We assume that each loss function

f̃i depends not only on the local decision xi but also on a
global quantity σf(x) ∈ Rd, referred to as the aggregative
variable, which aggregates information from all agents as

σf(x) :=
1

N

N∑
i=1

ϕi (xi) , (1)

where ϕi : Rni → Rd. The agents aim to collaboratively
solve the following optimization1 problem:

min
x∈Rn

f(x) :=
1

N

N∑
i=1

f̃i (xi, σf(x)) . (2)

Equations (1)–(2) formalize an aggregative cooperative op-
timization problem [8], in which the agents aim to minimize
a global objective defined as the average of their local costs.
It is worth noting that, unlike in aggregative games [9],
where σf(x) is typically assumed to be independent of xi,
problem (2) explicitly accounts for this dependence.
In this work, we focus on scenarios in which the agents
operate under the following Requirements (R):
(R1) The functions f̃i(·, ·) and ϕi(·), along with the decision

variable xi, need to be kept private to agent i and,
therefore, are not known by any other agent j ̸= i.

(R2) Agent i does not have access to the analytic expressions
(nor the derivatives) of f̃i(·, ·) or ϕi(·); instead, these
functions can only be evaluated through oracle queries:

(xi, σ) 7→ f̃i(xi, σ), xi 7→ ϕi(xi),

with xi ∈ Rni , σ ∈ Rd.

Requirements (R1)–(R2) naturally occur in many practical
scenarios; a representative example is the robotic formation
control problem discussed in Section V. Solving (2) under
(R1)–(R2) is challenging for two main reasons: (i) due
to (R1), centralized algorithms are inapplicable, necessitating
a distributed architecture in which each agent i relies only
on its local functions f̃i(·, ·) and ϕi(·); and (ii) due to (R2),
existing methods (e.g., those in [8]) relying on gradient-
descent-type iterations, are inapplicable.
Motivated by these requirements, we consider scenarios in
which agents aim to solve problem (2) in a distributed
manner, using only local communication and cooperative
coordination. To this end, we assume that the agents can

1For notational clarity, throughout this work, the tilde notation (e.g., f̃ ) is
used to denote functions that explicitly depend on the aggregative variable
(i.e., functions of two arguments), whereas functions without a tilde (e.g.,
f ) represent the corresponding composite (single-argument) functions. The
two are related through (10), as detailed shortly below.
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exchange information with their neighbors; we model the
communication topology using a directed graph G = (V, E),
where the node set V = {1, . . . , N} models the agents and
the edge set E ⊂ V × V describes the communication links.
We impose the following assumption on G (see Section II-B
for the adopted graph-theoretic notation).
Assumption 1 (Properties of the communication graph).
The digraph G is strongly connected. Moreover, G admits an
adjacency matrix A that is doubly stochastic. □

Assumption 1 is standard in the design of coordination
schemes and distributed algorithms (e.g., consensus averag-
ing) [27]–[29]. Intuitively, the strong connectivity condition
guarantees that information can (asymptotically) propagate
from any node of G to every other node (note that it does
not necessarily require that the graph is complete [27]). The
doubly stochasticity requirement is, for instance, automati-
cally satisfied when G is additionally aperiodic or when each
node possesses a self-loop [30]. We also note that several
procedures are available to construct matrices A that satisfy
this assumption; see [27] for centralized methods and [30]
for distributed ones. In the remainder, we let A ∈ RN×N be
a matrix as in Assumption 1.
We now formally state the problem studied in this work.
Problem 1 (Objective of this work). Design a distributed
algorithm, compatible with the graph topology G, enabling
the agents to cooperatively compute solutions to problem (2),
subject to requirements (R1)–(R2). □

B. Preliminaries

We present hereafter basic properties used throughout the
paper.
a) Basic notions on algebraic graph theory: For a digraph
G = (V, E), we adopt the convention that an edge (j, i) ∈ E
indicates that node j is able to receive information from i
(or, equivalently, i transmits information to j). For a node
i ∈ V , we denote by Ni = {j ∈ V : (i, j) ∈ E} the set
of agents that send information to i. Matrix A = [aij ] ∈
RN×N is said to be an adjacency matrix for G if it satisfies
aij > 0 if (j, i) ∈ E , and aij = 0 otherwise. A is said
to be doubly stochastic if

∑N
j=1 aij = 1 and

∑N
i=1 aij =

1. We let J := 1
N 1N1

⊤
N ∈ RN×N and J := J ⊗ Id ∈

RNd×Nd. Notice that ∥J − I∥ = 1. With a slight abuse of
notation, we denote by ρA = ∥A− J∥ the operator norm of
A (which, in general, differs from its spectral radius ρ(A)).
Let v = col(v1, . . . , vN ) ∈ RNd with vi ∈ Rd, i ∈ [N ], and
recall that v̄ := 1

N

∑N
i=1 vi ∈ Rd denotes the entries average.

Recalling the well-known [31] property (A⊗B)(C ⊗D) =
AC ⊗BD for A,B,C,D of suitable dimensions, we have

1N ⊗ v̄ = J v. (3)

Given A ∈ RN×N , we denote by A := A⊗ Id ∈ RNd. The
following lemma is instrumental to our analysis.
Lemma 1 ([31]). Let A ∈ RN×N be a doubly stochastic
matrix. Then, ρA satisfies ρA < 1. Moreover,

AJ = JA = J , ∥Ax− J x∥ ≤ ρA∥x− J x∥, (4)

for any x ∈ RNd. □

b) Notions on Gaussian smoothing approximations: Con-
sider a function f : Rn → R and assume that, at each point
x ∈ Rn, it is differentiable along any direction. The Gaussian
approximation of f(x) is defined as:

fδ(x) =
1

κ

∫
Rn

f(x+ δu)e−
1
2∥u∥

2

du, (5)

where δ ∈ R>0 and κ :=
∫
Rn e−

1
2∥u∥

2

du. Observe that, if
we let u ∼ N (0,Σ), then fδ(x) ≡ Eu[f(x + δu)]; in this
case, κ = (2π)n/2(detΣ)1/2. Given u ∼ N (0,Σ), we define
the forward-difference gradient-free oracle as follows:

gδ(x) =
f(x+ δu)− f(x)

δ
Σ−1u, (6)

where δ ∈ R>0. Intuitively, in (6), the vector u can be
interpreted as a random perturbation or directional probe
that excites the function f(x) to estimate its gradient. The
following results are instrumental to our analysis.
Lemma 2 ( [15, Lem. 1]). Let p ∈ Z≥0 and Mp :=
1
κ

∫
Rn ∥u∥pe−

1
2∥u∥

2

du. Then, M0 = 1,M1 = n, and

Mp ≤

{
np/2, if p ∈ [0, 2],

(p+ n)p/2, if p > 2.
(7)

□
Lemma 3 ([15, Thm. 2]). Suppose f : Rn → R is convex
and Lipschitz continuous. Then,

Eu[gδ(x)] = ∇fδ(x) (8)

for any x ∈ Rn □
Lemma 4 ([15, Thm.s 1 and 4, Lemmas 4 and 5]). Suppose
f : Rn → R is convex and L1-smooth. Then, for any x ∈
Rn,

|fδ(x)− f(x)| ≤ δ2

2
L1n, (9a)

fδ(x)− f(x) ≥ 0, (9b)

∥∇f(x)∥2 ≤ 2∥∇fδ(x)∥2 +
δ2

2
L2
1(n+ 6)3, (9c)

Eu[∥gδ(x)∥2] ≤
δ2

2
(n+ 6)3L2

1 + 2(n+ 4)∥∇f(x)∥2,
(9d)

Eu[∥gδ(x)∥2] ≤ 4(n+ 4)∥∇fδ(x)∥2 + 3δ2L2
1(n+ 4)3.

(9e)

□

III. ALGORITHM DESIGN AND CONVERGENCE
GUARANTEES

In this section, we introduce an iterative algorithm for solving
Problem 1 and establish its convergence guarantees.

A. The ARGFree algorithm

The proposed method, called Aggregative Random Gradient-
Free (ARGFree) algorithm, is presented in Algorithm 1.
The algorithm is structured as follows: each agent i ∈ [N ],
updates its local decision variable xk

i using a forward-
difference optimization scheme (see line 1), driven by the
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Algorithm 1: ARGFree (agent i)
Data: Parameters α, δ ∈ R>0,
Initializations: Set k = 0, u0

i ∼ N (0, Ini
), x0

i ∈ Rni ,

σ0
i = ϕi(x

0
i ), s0i = ϕi(x

0
i + δu0

i ),

z0i = f̃i(x
0
i , σ

0
i ) p0i = f̃i(x

0
i + δu0

i , s
0
i )

Optimization variable update:
1

xk+1
i = xk

i − α
pki − zki

δ
uk
i

Tracking variables update:
2 Generate uk+1

i ∼ N (0, Ini) and update:

3 σk+1
i =

∑
j∈Ni

aijσ
k
j + ϕi(x

k+1
i )− ϕi(x

k
i )

4 sk+1
i =

∑
j∈Ni

aijs
k
j + ϕi(x

k+1
i + δuk+1

i )− ϕi(x
k
i + δuk

i )

5 zk+1
i =

∑
j∈Ni

aijz
k
j + f̃i(x

k+1
i , σk+1

i )− f̃i(x
k
i , σ

k
i )

6 pk+1
i =

∑
j∈Ni

aijp
k
j + f̃i(x

k+1
i + δuk+1

i , sk+1
i )

− f̃i(x
k
i + δuk

i , s
k
i )

7 Transmit σk+1
i , sk+1

i , zk+1
i pk+1

i to neighbors
8 Set k ← k + 1 and go to line 1

Result: xk
i , estimate for the optimizer of (2)

term α
pk
i −zk

i

δ · uk
i , where α > 0 is the algorithm’s stepsize

and δ > 0 is a tunable parameter (hereafter called smoothing
ratio—see (5)). In this operation, the vector uk

i ∈ Rni

describes a random perturbation direction, while the vari-
ables pki and zki model local estimates for, respectively, the
quantities f(xk+δuk) and f(xk). To update the estimates pki
and zki , the algorithm uses two dynamic consensus tracking
schemes (see lines 5 and 6) driven, locally, by the signals
f̃i(x

k
i + δuk

i , σf(x
k + δuk)) and f̃i(x

k
i , σf(x

k)), respectively.
Finally, because evaluating the quantities σf(x

k + δuk) and
σf(x

k) would require global knowledge (through knowledge
of the global vectors xk, uk as well as of the functions ϕj(·)),
these quantities are replaced by the local estimates ski and
σk
i in lines 5–6. In other words, ski and σk

i are interpreted
as local proxies for, respectively, σf(x

k + δuk) and σf(x
k),

and estimated through a dynamic consensus tracking scheme
(see lines 3–4).

B. Convergence guarantees for ARGFree

We now establish convergence guarantees for ARGFree.
Before proceeding, we introduce some notation that will
be instrumental for stating the main results. Define f̃ :

Rn × RNd → R as

f̃(x, σ) :=
1

N

N∑
i=1

f̃i (xi, σi) ,

where, for a vector σ ∈ RNd, we used the notation σ =
col(σ1, . . . , σN ), σi ∈ Rd. Observe that, by (1)–(2), the
following identity holds

f̃(x,1⊗ σf(x)) = f(x). (10)

Next, we introduce the vector notation:

xk = col
(
xk
1 , . . . , x

k
N

)
∈ Rn, uk = col

(
uk
1 , . . . , u

k
N

)
∈ Rn,

σk = col
(
σk
1 , . . . , σ

k
N

)
∈ RNd, sk = col

(
sk1 , . . . , s

k
N

)
∈ RNd,

zk = col
(
zk1 , . . . , z

k
N

)
∈ RN , pk = col

(
pk1 , . . . , p

k
N

)
∈ RN .

(11)

Using this notation the updates of Algorithm 1 can be written
in vector form2 as:

xk+1 = xk −
α

δ
(pk − zk)⊙ uk, (12a)

σk+1 = Aσk + ϕv (xk+1)− ϕv (xk) , (12b)
sk+1 = Ask + ϕv (xk+1 + δuk+1)− ϕv (xk + δuk) ,

(12c)

zk+1 = Azk + f̃v (xk+1, σk+1)− f̃v (xk, σk) , (12d)

pk+1 = Apk + f̃v (xk+1 + δuk+1, sk+1)− f̃v (xk + δuk, sk) ,
(12e)

where ϕv : Rn → RNd and f̃v : Rn × RNd → RN are:

ϕv(x) := col (ϕ1(x1), . . . , ϕN (xN )) ,

f̃v(x, σ) := col(f̃1(x1, σ1), . . . , f̃N (xN , σN )). (13)

We are now ready to present our first result, which formalizes
the tracking properties of the dynamic consensus tracking
scheme used in lines 3–6 of Algorithm 1. Recall that, for
v = col(v1, . . . , vN ), the notation v̄ := 1

N

∑N
i=1 vi denotes

the average of its elements (see Section I for notation).
Lemma 5 (Properties of the tracking variables). Suppose
Assumptions 1–2 hold. Then, the states (σk, sk, zk, pk) gen-
erated by Algorithm 1 satisfy:

σ̄k = σf(xk), s̄k = σf(xk + δuk),

z̄k = f̃(xk, σk), p̄k = f̃(xk + δuk, σk), (14)

at every k ∈ Z≥0. □

The proof of this claim is presented in the appendix.
Lemma 5 establishes that the averages (computed across the
agents) of the state variables σk, sk, zk, pk coincide, respec-
tively, with the quantities σf(xk), σf(xk + δuk), f̃(xk, σk),
and f̃(xk + δuk, σk). This result implies that the aver-
ages across the network of the algorithm’s state variables
σk, sk, zk, pk track, respectively, the quantities they are de-
signed to represent (see the interpretation of the algorithm’s
variables presented in Section III-A).

2Given two vectors, v = col(v1, . . . , vN ) ∈ RN , vi ∈ R, and
u = col(u1, . . . , uN ) ∈ Rn, ui ∈ Rni , we denote by v ⊙ u =
(v1u1, . . . , vNuN ) ∈ Rn their entrywise product.

4



Next, we state an instrumental lemma that will be used to
establish the convergence properties of Algorithm 1.
Lemma 6 (Contraction of randomized descent under for-
ward-difference gradient approximation). Let f : Rn → R
be an L1-smooth and µ-strongly convex function, and let x∗

be such that ∇f(x∗) = 0. Let u ∼ N (0,Σ) and consider
the forward-difference gradient-free oracle from (6):

gδ(x) =
f(x+ δu)− f(x)

δ
Σ−1u.

Then, for any x ∈ Rn, the following inequality holds:

Eu[∥x− αgδ(x)− x∗∥] ≤
√
1− βα

1 ∥x− x∗∥+ βα
2 , (15)

where

βα
1 := αµ(1− 2α(n+ 4)L1), (16)

βα
2 :=

√
αδ2L1(n+

α

2
(n+ 6)3L1). □

The proof of this claim is presented in the appendix.
Lemma 6 considers the iteration xk+1 = xk − αgδ(xk),
which can be interpreted as a (centralized) gradient-descent-
type method that employs the forward-difference approxi-
mation (6) in place of the exact gradient. The estimate (15)
establishes that these iterates are contractive with respect to
the optimizer x∗. Specifically, the contraction occurs with
rate

√
1− βα

1 , up to a neighborhood of radius βα
2 . Here,

convergence to an inexact point arises from employing a
randomized gradient estimate instead of the exact gradient.
The convergence rate and accuracy of the algorithm depend
on several optimization parameters; in particular, note that
βα
1 < 1 requires a stepize α < 1

2(n+4)L1
, and that the radius

of the convergence neighborhood (i.e., βα
2 ) can be controlled

(i.e., made arbitrarily small) by reducing the smoothing ratio
δ.
Motivated by the statement of Lemma 6, we impose the
following requirements on the optimization problem (2).
Assumption 2 (Properties of the loss functions). The
following statements hold:
(A2a) The function f(x) is Lipschitz smooth and µ-

strongly convex. We denote by L0, L1 > 0 constants
such that ∥f(x)−f(x′)∥ ≤ L0∥x−x′∥ and ∥∇f(x)−
∇f(x′)∥ ≤ L1∥x− x′∥, ∀x, x′ ∈ Rn.

(A2b) For each i ∈ [N ], the function ϕi(xi) is Lipschitz
continuous. We let Lϕ > 0 be such that ∥ϕi(xi) −
ϕi(x

′
i)∥ ≤ Lϕ∥xi − x′

i∥, ∀xi, x
′
i ∈ Rni , i ∈ [N ].

(A2c) For each i ∈ [N ], the function f̃i is Lipschitz
continuous. We let L̃0,i > 0 be such that

∥f̃i(xi, σ)− f̃i(x
′
i, σ

′)∥ ≤ L̃0,i∥
[
xi

σ

]
−
[
x′
i

σ′

]
∥,

∀xi, x
′
i ∈ Rni , σ, σ′ ∈ Rd. Moreover, we let L̃0 :=

maxi L̃0,i. □

Note that strong convexity is required only for the global
objective f(·), while the individual local objectives f̃i(·, ·)
may possibly be non-convex or non-smooth. Additionally,
note that no differentiability is assumed for ϕi(·).

We are now ready to present a convergence estimate for
Algorithm 1, which is the main result of this paper. To this
end, we first introduce the following instrumental notation:

θk := col(∥xk − x∗∥ , ∥σk − J σk∥ , ∥sk − J sk∥ , (17)
∥zk − J zk∥ , ∥pk − J pk∥),

where x∗ ∈ Rn is the unique (see (A2a)) optimizer of (2).
Theorem 7 (Convergence estimate for Algorithm 1). Let
Assumptions 1-2 hold, suppose δ < α

√
n, L̃0 < 1−ρA

∥A−I∥ , and
that the stepsize α satisfies

0 < α < min

{
1

2(n+ 4)L1
, α∗

1, α
∗
2

}
, (18)

where

α∗
1 :=

1− ρA

Lϕ

(√
2(n+ 4)L1 +

2
√
n

δ

) ,
α∗
2 :=

1− ρA − L̃0∥A− I∥

L̃0 (1 + Lϕ)
(

2
√
n

δ +
√
2(n+ 4)L1

) .
Then, there exists η ∈ (0, 1) and ε ∈ R>0 such that, for all
k ∈ Z≥0, the iterates of Algorithm 1 satisfy:

E[θk] ≤ ηkE[θ0] +
1− ηk

1− η
ε. (19)

Moreover3, for large4 n,

ε = O(δ · E[∥uk+1 − uk∥2]}) = O (δn) . (20)

□

The proof of this claim is presented in Section IV. Theo-
rem (7) establishes that the iterates of Algorithm 1 converge
at rate η to a neighborhood of the solution of (2). Note that
precise estimates for η and ϵ are given shortly below (see
Theorem 8). In analogy with (15), convergence to an inexact
point arises from employing a randomized gradient estimate
instead of the exact gradient. The algorithm’s accuracy ε
depends on the smoothing ratio δ and on the problem dimen-
sion n, and can be controlled (i.e., made arbitrarily small)
by reducing δ. The algorithm’s stepsize α is required to be
sufficiently small, as given by the estimate (18). Note that the
upper bound α < 1

2(n+4)L1
recovers the maximum stepsize

allowed for the centralized method (see Lemma 6). The
additional bounds α < α∗

1 and α < α∗
2 are required to ensure

contraction of the dynamic consensus tracking variables
(lines 3–6 of Algorithm 1). Notice also that α∗

2 is guaranteed
to be a real positive number under the requirement L̃0 <
1−ρA

|A−I∥ , which can be interpreted as an upper bound on the
largest admitted variability on the functions f̃i (cf. (A2c))
in relation to the averaging rate of the communication graph
(measured by the parameters ρA and ∥A − I∥). Intuitively,
the larger L̃0, the faster the communication graph needs to
be at averaging (cf. Assumption 1). We conclude by giving
precise estimates for η and ε next.

3We say that f(x) = O(g(x)) as x → ∞ if there exist constants C > 0
and x0 ∈ R such that: |f(x)| ≤ C · |g(x)| for all x ≥ x0.

4That is, there exists n◦, such that, for any n ≥ n◦, the estimate holds.
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Theorem 8 (Estimates for the convergence rate and accu-
racy of Algorithm 1). Under the assumptions of Theorem 7,
the convergence rate in (19) satisfies:

η ≤ max{η∗1 , η∗2 , η∗3}, (21)

where

η∗1 :=
√
1− αµ (1− 2α(n+ 4)L1) +

2α
√
n

δ
,

η∗2 := ρA + αLϕ

(√
2(n+ 4)L1 +

2
√
n

δ

)
,

η∗3 := ρA + αL̃0 (1 + Lϕ)

(√
2(n+ 4)L1 +

2
√
n

δ

)
+ L̃0∥A− I∥.

Moreover, the algorithm’s accuracy ε satisfies:

ε = δ

[
αL1n+ 2L2

combE[∥uk+1 − uk∥2]2 (22)

+
α2L2

1

2
(n+ 6)3

(
1 +

3

2
L2

comb

)]1/2

,

where L2
comb := L2

ϕ + L̃2
0 (1 + Lϕ)

2
. □

The proof of this claim is presented in Section IV. It is
worth comparing the convergence rate estimate established
by Theorem 8:

η∗1 =
√
1− αµ (1− 2α(n+ 4)L1) +

2nα2

δ2
,

with the corresponding estimate for the centralized algorithm
given in Lemma 6 (see (15)):√

1− βα
1 =

√
1− αµ (1− 2α(n+ 4)L1).

The degradation in rate affecting the distributed algorithm
(characterized by the additional term 2nα2

δ2 ) can be traced
back to the presence of the tracking variables σk, sk, zk, pk.
Intuitively, while the centralized algorithm has direct access
to the quantities f(x+δu) and f(x), the distributed algorithm
must rely on approximations of these quantities via the vari-
ables pk and zk, which in turn slows down the descent step.
The remaining estimates, η∗2 and η∗3 , can be interpreted as
bounds on the convergence rates of the tracking variables—
specifically, η∗2 corresponds to the convergence of (σk, sk),
while η∗3 pertains to (zk, pk).

IV. CONVERGENCE ANALYSIS OF THE ALGORITHMS

This section is devoted to establishing the bounds presented
theorems 7 and 8. Our approach is based on showing that, for
all k ∈ Z≥0, the quantity θk satisfies the following bound:

E[θk+1] ≤M(α)E[θk] + b, (23)

where M(α) is a Schur stable matrix with spectral radius
η and b is such that ∥b∥ ≤ ε. We begin with the proof
of Theorem 7, which is organized into seven subsections
(Section IV-A–IV-G). We conclude by presenting the proof
of Theorem 8 in Section IV-H.

Fig. 1. Simulation results comparing the proposed methods with gradient-
based techniques from [8] for a robotic formation control problem. All
results are averaged over 10 Monte Carlo runs, and shaded regions represent
±σ confidence intervals. (Top) Noiseless setting. (Bottom) Noisy setting.
The results show that, while in the absence of noise gradient-based methods
achieve faster convergence and higher accuracy, under noisy conditions
our approach outperforms them, despite requiring less information. See
Section V-A for further discussion.

A. Bound for E[∥xk+1 − x∗∥]
We have the following estimate:

Euk
[∥xk+1 − x∗∥] = Euk

[∥xk −
α

δ
(pk − zk)uk − x∗∥]

≤ Euk
[∥xk − αgδ(xk)− x∗∥]︸ ︷︷ ︸

:= a

+ αE[∥gδ(xk)−
pk − zk

δ
uk∥]︸ ︷︷ ︸

:= b

.

By application of Lemma 6, we have a ≤
√
1− βα

1 ∥xk −
x∗∥+ βα

2 ; The term b satisfies:

b ≤ αEuk
[∥gδ(xk)− 1⊗

p̄k − z̄k
δ

uk∥]︸ ︷︷ ︸
:= c

+
α

δ
Euk

[∥(pk − 1⊗ p̄k)uk∥]︸ ︷︷ ︸
:= d

+
α

δ
Euk

[∥(zk − 1⊗ z̄k)uk∥]︸ ︷︷ ︸
:= e

, (24)

where the first inequality follows by adding and subtracting
1⊗ p̄k−z̄k

δ uk inside the norm. Next, observe that c
(14),(6)
= 0;

the remaining terms satisfy:

d
(3),(7)
≤ α

√
n

δ
∥pk − J pk∥,

e
(3),(7)
≤ α

√
n

δ
∥zk − J zk∥. (25)
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0

Fig. 2. (Left) Illustration of the robotic formation control problem studied in Section V. (Center) Trajectories followed by the robots when applying the
algorithm from [8], which relies on exact gradient information. (Right) Implementation of the modified ARGFree algorithm. Overall, ARGFree achieves
performance comparable to that of exact gradient methods, while requiring no gradient information for its implementation. See Section V-A for details.

Summarizing, we have derived the estimate:

Euk
[∥xk+1 − x∗∥] ≤

√
1− βα

1 ∥xk − x∗∥+ βα
2 (26)

+ γα
1 (∥zk − J zk∥+ ∥pk − J pk∥),

where we defined γα
1 =: α

√
n/δ.

B. An auxiliary bound for E[∥xk+1 − xk∥]

We have the following estimate:

Euk
[∥xk+1 − xk∥] = αE[∥pk − zk

δ
uk∥]

≤ αEuk
[∥gδ(xk)−

pk − zk
δ

uk∥]︸ ︷︷ ︸
= b

+αEuk
[∥gδ(xk)∥]

(24),(25)
≤ γα

1 (∥pk − J pk∥+ ∥zk − J zk∥)
+ αEuk

[∥gδ(xk)∥]
(9d)
≤ γα

1 (∥pk − J pk∥+ ∥zk − J zk∥)

+ α

(
δ2

2
L2
1(n+ 6)3 + 2(n+ 4)∥∇f(x)∥2

)1/2

≤ γα
1 (∥pk − J pk∥+ ∥zk − J zk∥) + γα

2

+ γα
3 ∥xk − x∗∥, (27)

where for the third inequality we combined (9d) with
Jensen’s inequality (which, for a scalar a ≥ 0, gives
E[
√
a] ≤

√
E[a]) and the last inequality we used

∥∇f(x)∥ = ∥∇f(x) − ∇f(x∗)∥ ≤ L1∥x − x∗∥ and we
defined γα

2 := 1
2αδL1(n+6)3/2 and γα

3 :=
√
2(n+ 4)αL1.

C. Bound for E[∥σk+1 − J σk+1∥]
We have the estimate:

Euk
[∥σk+1 − J σk+1∥] (28)
(12)
≤ ∥Aσk − JAσk∥

+ Euk
[∥(I − J )(ϕv (xk+1)− ϕv (xk))∥]

(4)
≤ ρA∥σk − J σk∥
+ Euk

[∥ϕv (xk+1)− ϕv (xk) ∥]
(A2b)
≤ ρA∥σk − J σk∥+ LϕEuk

[∥xk+1 − xk∥]
(27)
≤ ρA∥σk − J σk∥+ Lϕγ

α
1 ∥pk − J pk∥

+ Lϕγ
α
1 ∥zk − J zk∥+ Lϕγ

α
2 + Lϕγ

α
3 ∥xk − x∗∥,

where for the second inequality we used ∥I − J ∥ = 1.

D. Bound for E[∥sk+1 − J sk+1∥]
Notice that sk+1 has two sources of stochasticity at time k:
uk and uk+1. We thus have:

Euk,uk+1
[∥sk+1 − J sk+1∥] (29)

(12)
≤ ∥Ask − JAsk∥

+ Euk,uk+1
[∥(I − J )(ϕv (xk+1 + δuk+1)

− ϕv (xk + δuk))∥]
(4)
≤ ρA∥sk − J sk∥

+ Euk,uk+1
[∥ϕv (xk+1 + δuk+1)− ϕv (xk + δuk) ∥]

(A2b)
≤ ρA∥sk − J sk∥+ LϕEuk

[∥xk+1 − xk∥]
+ LϕδEuk,uk+1

[∥uk+1 − uk∥]
(27)
≤ ρA∥sk − J sk∥+ Lϕγ

α
1 ∥pk − J pk∥

+ Lϕγ
α
1 ∥zk − J zk∥+ Lϕγ

α
2 + Lϕγ

α
3 ∥xk − x∗∥

+ LϕδEuk,uk+1
[∥uk+1 − uk∥],

where for the second inequality we used ∥I − J ∥ = 1.
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E. Bound for E[∥zk+1 − J zk+1∥]
Before bounding the desired term, notice that:

Euk
[∥σk+1 − σk∥] (30)
(12)
≤ ∥Aσk − σk∥+ Euk

[∥ϕv (xk+1)− ϕv (xk))∥]
(A2b)
≤ ∥(A− I)(σk − J σk)∥+ LϕEuk

[∥xk+1 − xk∥]
(27)
≤ ∥A− I∥∥σk − J σk∥+ Lϕγ

α
3 ∥xk − x∗∥

+ Lϕγ
α
1 (∥pk − J pk∥+ ∥zk − J zk∥) + Lϕγ

α
2 ,

where, for the second inequality, we used the identity Aσk−
σk

(4)
= (A− I)(σk − J σk). We then have:

Euk
[∥zk+1 − J zk+1∥] (31)
(12)
≤ ∥Azk − JAzk∥

+ Euk
[∥(I − J )(f̃v (xk+1, σk+1)− f̃v (xk, σk))∥]

(4),(A2c)
≤ ρA∥zk − J zk∥

+ L̃0(Euk
[∥xk+1 − xk∥] + Euk

[∥σk+1 − σk∥])
(27),(30)
≤ γα

4 ∥xk − x∗∥+ γ5∥σk − J σk∥
+ (ρA + γα

6 )∥zk − J zk∥+ γα
6 ∥pk − J pk∥+ γα

7 ,

where in the last step we defined γα
4 := L̃0γ

α
3 (1+Lϕ), γ5 :=

L̃0∥A−I∥, γα
6 := L̃0γ

α
1 (1+Lϕ), and γα

7 := L̃0γ
α
2 (1+Lϕ).

F. Bound for E[∥pk+1 − J pk+1∥]
We first need the following intermediate bound:

Euk,uk+1
[∥sk+1 − sk∥] (32)

(12)
≤ ∥Ask − sk∥

+ Euk
[∥ϕv (xk+1 + δuk+1)− ϕv (xk + δuk))∥]

(A2b)
≤ ∥(A− I)(sk − J sk)∥

+ LϕEuk
[∥xk+1 − xk∥] + LϕδEuk,uk+1

[∥uk+1 − uk∥]
(27)
≤ ∥A− I∥∥sk − J sk∥+ Lϕγ

α
3 ∥xk − x∗∥

+ Lϕγ
α
1 (∥pk − J pk∥+ ∥zk − J zk∥) + Lϕγ

α
2 ,

+ LϕδEuk,uk+1
[∥uk+1 − uk∥].

Then,

Euk,uk+1
[∥pk+1 − J pk+1∥] (33)

(12)
≤ ∥Apk − JApk∥

+ Euk,uk+1
[∥(I − J )(f̃v (xk+1 + δuk+1, sk+1)

− f̃v (xk + δuk, sk))∥]
(4),(A2c)
≤ ρA∥pk − J pk∥+ 2L̃0Euk

[∥xk+1 − xk∥]
+ L̃0Euk,uk+1

[∥sk+1 − sk∥]
+ L̃0δEuk,uk+1

[∥uk+1 − uk∥]
(27),(30)
≤ γα

4 ∥xk − x∗∥+ γ5∥sk − J sk∥
+ γα

6 ∥zk − J zk∥+ (ρA + γα
6 )∥pk − J pk∥

+ γα
7 + γ8Euk,uk+1

[∥uk+1 − uk∥],

where we defined γ8 := L̃0δ(1 + Lϕ).

G. Proof of Theorem 7

By combining the estimates (26), (28), (29), (31), and (33),
we conclude that (23) holds with

M(α) =


√
1− βα

1 0 0 γα
1 γα

1

Lϕγ
α
3 ρA 0 Lϕγ

α
1 Lϕγ

α
1

Lϕγ
α
3 0 ρA Lϕγ

α
1 Lϕγ

α
1

γα
4 γ5 0 ρA + γα

6 γα
6

γα
4 0 γ5 γα

6 ρA + γα
6


(34)

and

b =


βα
2

Lϕγ
α
2

Lϕγ
α
2 + LϕδEuk,uk+1

[∥uk+1 − uk∥]
γα
7

γα
7 + γ8Euk,uk+1

[∥uk+1 − uk∥]

 .

Notice that b satisfies ∥b∥ ≤ O(δ · E[∥uk+1 − uk∥2]}). By
substituting the expressions of the constants involved, we
have that, for5 α→ 0+,

M(α) =


√
1− αµ 0 0 0 0
0 ρA 0 0 0
0 0 ρA 0 0
0 γ5 0 ρA 0
0 0 γ5 0 ρA

+ o(α),

which proves that the spectral radius of M(α) is smaller than
1 for sufficiently small α > 0. To determine an estimate on
the largest value of α that guarantees ρ(M(α)) < 1, we
leverage the Gershgorin Circle Theorem. An application of
the theorem to row 1 of M(α) gives the condition:√

1− αµ (1− 2α(n+ 4)L1) < 1− 2α
√
n

δ
. (35a)

Squaring both sides of (35a) and simplifying yields:

µ(1− 2α(n+ 4)L1) >
4
√
n

δ
− 4αn

δ2
.

The condition α < 1
2(n+4)L1

ensures that the left-hand
side is positive, while the assumption δ ≤ α

√
n guarantees

that the right-hand side is non-negative. Hence, under the
assumptions of Theorem 7, the above inequality holds, and
consequently (35a) is also satisfied. Applying Gershgorin’s
theorem to rows 2–3 of M(α) gives:

ρA + αLϕ

(√
2(n+ 4)L1 +

2
√
n

δ

)
< 1 (35b)

which gives the estimate α∗
1; applying Gershgorin’s theorem

to rows 4-5 of M(α) gives:

ρA + L̃0∥A− I∥ (35c)

+ L̃0 (1 + Lϕ)α

(
2
√
n

δ
+
√
2(n+ 4)L1

)
< 1

which gives the estimate α∗
2.

5We say f(x) = o(g(x)) as x → a if limx→a
f(x)
g(x)

= 0.
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We have thus shown that the estimate (19) holds, where
M(α) is a Schur-stable matrix with spectral radius η =
ρ(M(α)), and b is a vector satisfying ∥b∥ = O(δ E[∥uk+1−
uk∥2]). Hence, the bound (19) is established with ε =
O(δ E[∥uk+1 − uk∥2]), consistent with the first identity
in (20).
Finally, we are left to prove the last identity in (20); that is,
∥b∥ = O (δn) . To this end, we apply the inequality (a +
b)2 ≤ 2a2 + 2b2 and bound the norm of the vector b as:

∥b∥ ≤ δ

[
αL1n+

α2L2
1

2
(n+ 6)3 (36)

+ 2
(
L2
ϕ + L̃2

0 (1 + Lϕ)
2
)
E[∥uk+1 − uk∥2]

+
3

4
α2L2

1(n+ 6)3
(
L2
ϕ + L̃2

0 (1 + Lϕ)
2
)]1/2

≤ δ

[
αL1n+ 8n2

(
L2
ϕ + L̃2

0 (1 + Lϕ)
2
)

+ α2L2
1(n+ 6)3

(
1

2
+

3

4
L2
ϕ +

3

4
L̃2
0 (1 + Lϕ)

2

)]1/2

= δO(max{
√
αn, n, αn3/2}).

where the last inequality follows from E[∥uk+1 − uk∥2] ≤
2n (which follows from (7), since uk+1 and uk are indepen-
dent). By noting that α = O( 1n ), it follows that the second
term dominates the maximization for large n and the estimate
∥b∥ ≤ ε = O (δn) follows.

H. Proof of Theorem 8

The estimate (21) follows by noting that, from (23), η can
be selected to be an upper bound for the spectral radius of
M(α) and, by using (34) and (35), (21) follows. Finally, the
expression (22) follows from (23) and the estimate (24).

V. NUMERICAL AND EXPERIMENTAL VALIDATION ON
ROBOTIC FORMATION CONTROL PROBLEMS

In this section, we demonstrate the applicability of the
framework through numerical simulations and experiments.
We consider a multi-agent robotic formation control problem
(see Fig. 2(Left)), where each agent i represents a robot with
planar position xi ∈ R2, aiming to reach its privately known
target ri ∈ R2. Moreover, the robots seek to maintain swarm
cohesion, which is enforced by penalizing large deviations of
xi from the swarm barycenter σf(x) :=

1
N

∑N
i=1 xi. These

objectives can be modeled using an instance of (1) with
ϕi(xi) = xi and

f̃i(xi, σf(x)) =
γi
2
∥xi − ri∥2 +

1

2
∥xi − σf(x)∥2,

where γi > 0 models the extent to which robot i priori-
tizes reaching its target, over maintaining cohesion with the
swarm. In the remainder, we use N = 5 and γi = 2 ∀i.

A. Numerical simulations

For the numerical simulations, both the target positions
ri and the initial positions x0

i were generated uniformly
at random within the interval [0, 10]. The communication
topology was chosen as a random graph with an Erdős–Rényi
topology, using an edge probability p = 0.6 and uniform
edge weights, normalized to satisfy Assumption 1. Simu-
lation results from an implementation of Algorithm 1 are
presented in Fig.s 1 and 2. The algorithm’s parameters have
been chosen as follows: α = 2 · 10−3, δ = 10−5. The top
plot of Fig. 1 shows that ARGFree (orange line) enables
the agents to reach the desired configuration with a relative
function value error on the order of 10−1. The figure also
proposes a comparison with the method from [8] (green line),
which relies on exact gradient information. Compared to our
approach, exact gradient methods exhibit faster convergence
and higher accuracy, though they cannot be implemented
under requirements (R1)–(R2). The plot further includes a
modified version of ARGFree (blue line), in which the
exploration signal is filtered through a damping term of the
form uk+1

i = Biu
k
i + vk+1

i , where Bi ∈ R2×2 satisfies
0.9 < ρ(Bi) < 1, and vi ∼ N (0, 0.16I2). Intuitively, this
damping mitigates abrupt variations in the exploration signal
uk
i , allowing the tracking variables ski and pki to better follow

the perturbed function evaluations they are designed to track.
This yields a reduction in the relative function value error,
as illustrated in Fig. 1(Top).
The bottom plot of Fig. 1 illustrates the methods’ behavior in
the presence of measurement noise. Specifically, noise was
introduced by replacing each xi with wixi in the right-hand
side of lines 1–7 of Algorithm 1, where wi ∼ N (0, 0.2I2),
modeling multiplicative noise in the localization sensors. The
results in Fig. 1(Bottom) show that, in the presence of noise,
ARGFree achieves a comparable convergence rate and su-
perior steady-state accuracy relative to the exact gradient-
based method. This highlights one of the main advantages of
the proposed approach: it requires not only less information,
but also outperforms exact gradient techniques under noisy
conditions. This behavior can be attributed to the fact that,
in exact gradient-based methods, errors in the positions xi

tend to be amplified through gradient evaluations, whereas
ARGFree relies directly on loss evaluations, thus operating
directly on the performance metric to be minimized and
implicitly neglecting the effect of noise on the gradients.
Fig. 2 illustrates the paths followed by the robots. Specifi-
cally, it compares the exact gradient-based method from [8]
(center) with the modified version of ARGFree (right).
Both algorithms drive the robots to asymptotic configura-
tions (marked by ‘×’ symbols) that balance reaching their
individual targets (denoted by ‘✶’ symbols) and maintaining
proximity to the swarm barycenter (denoted by the ‘+’ sym-
bol). As expected, the trajectories generated by ARGFree
are more irregular due to the use of randomized perturba-
tions for gradient estimation; however, the robots converge
asymptotically to (visually) nearly identical configurations.
This demonstrates that the proposed approach achieves com-
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Fig. 3. Results from the experimental implementation of ARGFree on a set of agents equipped with Raspberry Pi embedded systems. (Left) Photo of
the experimental setup. Each robot is a Balboa 32U4 platform equipped with a Raspberry Pi Zero 2 W module and a Decawave DWM1001 module for
localization. Localization is achieved via the Decawave modules, which estimate relative distances to four fixed anchors (at known positions) using range
measurements based on Time-of-Arrival (ToA) information. (Right) Paths followed by the robots during the experiment. See Section V-B for details and
discussion.

parable performance to exact gradient methods despite not
requiring gradient information for its implementation.

B. Experimental results

We now present results from an experimental implementation
of ARGFree on a set of agents equipped with embedded
communication an localization systems6. The experimental
setup, illustrated in Fig. 3, consists of Balboa 32U4 robots,
each equipped with a Raspberry Pi Zero 2 W module
and a Decawave DWM1001 ultra-wideband (UWB) module.
Inter-agent communication is implemented via the Rasp-
berry Pi’s Bluetooth 5.0 interface using Bluetooth Classic,
while localization is performed by the Decawave modules,
which estimate relative distances to fixed anchors (placed at
known positions) based on range measurements. Specifically,
distances are derived from Time-of-Arrival (ToA) data, and
the Decawave firmware performs multilateration using Time-
Difference-of-Arrival (TDoA) information to locally estimate
each agent’s position.
Simulation results of the ARGFree implementation with
α = 2×10−2 and δ = 10−3 on the described setup are shown
in Fig. 3(right). Experiments were conducted over a duration
of 2 minutes and 10 seconds, corresponding to 500 iterations,
and featured asynchronous updates with delayed position
readings from each robot. To focus on the algorithmic
performance of ARGFree without additional complexities
arising from robot motion control, the robots’ movements
were simulated. The results in Fig. 3(Right) indicate that
each robot converges to a position representing a trade-off
between its desired target ri and the evolving barycenter
σ(x). Despite the presence of noise due to randomized
perturbations, ARGFree exhibited satisfactory convergence
and robustness in this experimental setup, showcasing the

6The code used in the experiments is available at https://github.
com/speciale7/gf_dist_opt.

potential of the method in this application.

VI. CONCLUSIONS

We have proposed ARGFree, a distributed algorithm for
solving aggregative cooperative optimization problems with-
out requiring explicit gradient information. The method relies
on randomized finite-difference approximations of the cost
gradient. We established that the algorithm converges to a
neighborhood of the optimizer, whose size can be controlled
through an appropriate choice of the smoothing parame-
ter. Experimental validation on a robotic formation control
problem, conducted on a team of embedded systems built
on Segway-type robots, demonstrated the effectiveness of
the proposed method. This work opens the opportunity for
several directions of future work, including the use of single-
point and multi-point gradient approximations, and adapta-
tions of the methods in feedback optimization configurations.

APPENDIX I
PROOF OF LEMMA 5

We begin by proving σ̄k = σf(xk). By multiplying by 1
N 1

⊤

both sides of (12b) and by using 1
N 1

⊤A = 1
N 1

⊤ (from
Assumption 1), we have:

σ̄k+1 = σ̄k +
1

N

N∑
i=1

(
ϕi(x

k+1
i )− ϕi(x

k
i )
)
.

By telescoping the sum:

σ̄k+1 = σ̄0 +
1

N

N∑
i=1

(
ϕi(x

k+1
i )− ϕi(x

0
i )
)

=
1

N

N∑
i=1

ϕi(x
k+1
i ),

where the last identity follows from the choice of initial
conditions σ0

i = ϕi(x
0
i ). The first assertion thus follows
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by definition of σf(x) (see (1)). The proof of the remaining
assertions follows by iterating the argument.

APPENDIX II
PROOF OF LEMMA 6

We begin by recalling the following basic properties: (a)
f(x) − f(x⋆) ≤ ∇f(x)T (x − x⋆), which follows from
convexity of f(x); and (b) ∥∇f(x)∥2 ≤ 2L1 (f(x)− f(x⋆))
which follows from Lipschitz smoothness. We have:

Eu[∥x− αgδ(x)− x∗∥2]
= ∥x− x∗∥2 − 2α ⟨Eu[gδ(x)], x− x∗⟩+ α2Eu[∥gδ(x)∥2]
(9d)
≤ ∥x− x∗∥2 − 2α ⟨Eu[gδ(x)], x− x∗⟩

+ α2

[
δ2(n+ 6)3

2
L2
1 + 2(n+ 4)∥∇f(x)∥2

]
(8),(a)
≤ ∥x− x∗∥2 − 2α (fδ(x)− fδ(x

⋆))

+ α2

[
δ2(n+ 6)3

2
L2
1 + 2(n+ 4)∥∇f(x)∥2

]
(9b),(b)
≤ ∥x− x∗∥2 − 2α(f(x)− fδ(x

∗))

+ α2

[
δ2(n+ 6)3

2
L2
1 + 4(n+ 4)L1(f(x)− f(x∗))

]
(9a)
≤ ∥x− x∗∥2 − 2α (1− 2α(n+ 4)L1) (f(x)− f(x∗))

+ δ2nαL1 +
δ2(n+ 6)3

2
α2L2

1

≤ ∥x− x∗∥2 − αµ(1− 2α(n+ 4)L1)∥x− x∗∥2

+ δ2nαL1 +
δ2(n+ 6)3

2
α2L2

1,

where for the last inequality we used f(x) − f (x∗) ≥
µ/2 ∥x− x∗∥2 . This establishes that

Eu[∥x− αgδ(x)− x∗∥2] ≤ (1− βα
1 )∥x− x∗∥2 + (βα

2 )
2.

(37)

To conclude, notice that

Eu[∥x− αgδ(x)− x∗∥] ≤
(
Eu[∥x− αgδ(x)− x∗∥2]

)1/2
(37)
≤

√
1− βα

1 ∥x− x∗∥+ βα
2 ,

where the first bound follows by Jensen’s inequality, and the
second one from

√
a+ b ≤

√
a+
√
b for a, b ≥ 0.
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