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Laboratory 4

Control of a balancing robot

A Introduction

In this laboratory, you will investigate how to control a balancing robot. We will utilize the Pololu Balboa
32U4 Balancing Robot1, pictured in Figure 1. Its control board is compatible with Arduino, an open-source
platform for prototyping electronic devices.

Figure 1: Picture of the Pololu Balboa 32U4 Balancing Robot

The goal of this laboratory covers the most important steps in the design of a control system:

1. Modeling: obtain a dynamic model of the robot.

2. Design: compute an appropriate control law.

3. Simulation: simulate the behavior of the robot and verify the performance of the control law.

4. Implementation: see how a controller is practically implemented.

Important

A pre-requisite for this lab, which needs to be completed at home before coming to this lab, is to study
in detail and develop (on paper) the Simulink model described in Section D.3. On Moodle, you will
find a sample file where an analogous Simulink model has been derived for a similar robot. Use this to
prepare.

Figure 2: Safe area to test the robot.

1See https://www.pololu.com/docs/0J70 for more documentation.
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B Modeling

In this section, we present the derivation of a model for the robot. Notice that the modeling of the mechanical
part has been previously studied in TP1, and a video presenting its derivation is also available on Moodle.
Moreover, the modeling of the electrical system has been previously discussed in class, and it is available in
Section 2 of the course lecture notes.

B.1 Kinematic model of the mechanical system

The cross-section of the kinematic model of the robot and all variables involved are presented in Figure 3. The
robot is modeled as inverted pendulum mounted on a moving cart attached to two wheels.

Figure 3: Kinematic model of the robot.

According to Figure 3, the position of the center of mass of the pendulum (or beam) is given by:

xp = xw + ℓ sin θ, (1a)

yp = yw + ℓ cos θ. (1b)

The translation velocity of the center of the wheels, denoted by ẋw, is proportional to the angular velocity of
the wheels φ̇:

ẋw = rφ̇, (2)

and determines the horizontal position of the wheels, denoted by xw:

xw = xw(0) + rφ. (3)

The vertical position of the wheels, denoted by yw, is constant:

yw = r. (4)

B.2 Dynamical model of the mechanical system

We next proceed to derive a dynamical model for the robot in movement. A scheme of all forces acting on the
robot is shown in Figure 4.

Figure 4: Forces acting on the robot.
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The equations of motion of the wheel are:

mwẍw = FT − Fx − Ff , (5a)

0 = FN − Fy −mwg, (5b)

Iwφ̈ = −rFT + rFf + τ0. (5c)

The equations of motion of the pendulum are:

mpẍp = Fx; (6a)

mpÿp = Fy −mpg; (6b)

Ipθ̈ = −Fxℓ cos θ + Fyℓ sin θ. (6c)

Incorporating equations (6a) and (6b) into equation (6c), and substituting ẍp and ÿp (obtained by deriving
twice (1a) and (1b)), the dynamic equation for the pendulum becomes:

Ipθ̈ +mpℓ
2θ̈ +mprℓφ̈−mpgℓ sin θ = 0. (7)

Similarly, substituting equations (5a) and (5b) into equation (5c) and applying the time derivatives of equa-
tions (1a), (1b) and (2), it gives:

Iwφ̈+ r2(mw +mp)φ̈+mprℓθ̈ cos θ −mprℓθ̇
2 sin θ = τ0. (8)

These two models, equations (7) and (8), compose the dynamical model of the mechanical part of the
robot. In words, they describe how a certain torque τ0 (which we can control by actuating the motors attached
to the wheels) modifies the state variables of the pendulum (namely, θ and its derivative) and those of the
wheels (namely, ϕ and its derivatives).

The parameters of the mechanical model for the Pololu Balboa 32U4 are presented in Table 1.

Symbols Description Values Units
mw Mass of the wheels 0.042 kg
mp Mass of the pendulum 0.316 kg
r External radius of the wheels 0.040 m
ri Internal radius of the wheels 0.031 m
h Height of the pendulum 0.109 m
d Depth of the pendulum 0.022 m
ℓ Distance between pendulum and wheel center of mass 0.023 m
Ip Moment of inertia of the pendulum 444.43 · 10−6 kg m2

Iw Moment of inertia of the two wheels 26.89 · 10−6 kg m2

Table 1: List of model parameters

B.3 Dynamical model of the electrical system

The wheels of the robots are actuated by two DC motors, whose scheme is illustrated in Fig. 5.

Figure 5: Electrical subsystem of the robot.

By applying Kirchhoff’s laws to the DC motor’s electrical circuit, we have:

ua = Ra · ia + La
dia
dt

+ kϕ · φ̇, (9)
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where kϕ is the back e.m.f. constant, and φ̇ represents the motor’s rotational speed. Since La ≈ 0, it is
reasonable to neglect the inductanctive term, which gives:

ua = Ra · ia + kϕ · φ̇. (10)

The ‘nominal” torque generated by a DC motor in the absence of frictions is proportional to the current:

τm ≈ Cem = kϕ · ia. (11)

However, in the presence of frictions, the nominal torque is reduced by a term proportional to viscous friction
and by a term due to static friction:

τm = Cem −Kν · φ̇− Cr · sgn(φ̇), (12)

where Kν represents the viscous friction coefficient and Cr denotes the static resistive torque. Intuitively,
Cr · sgn(φ̇) models the minimum torque that needs to be generated by the motor before the wheels of the robot
start moving, that is, to beat static frictions.

Finally, by substituting equations (11) and (12) into equation (10), and considering that the self-balancing
system is operated by two motors (i.e., τ0 = 2 · τm), the input control voltage is given by:

ua =
Ra

kϕ

(τ0
2

+Kν · φ̇+ Cr · sgn(φ̇)
)
+ kϕ · φ̇, (13)

which can be expressed in compact form as:

ua = a · τ0 + b · φ̇+ c · sgn(φ̇), (14)

where we defined a = Ra

2kϕ
, b = RaKν

kϕ
+ kϕ and c = RaCr

kϕ
.

In summary, we have found that to obtain a torque τ0, we need to apply to the motor the voltage (14).

The parameters of the electircal model for the Pololu Balboa 32U4 are presented in Table 2.

Symbols Description Values Units
ua,max Battery nominal voltage 7.2 V
Ra Armature resistance 4 Ω
kϕ Motor constant 0.132 Nm/A
Kν Viscous damping coefficient 1.91 · 10−3 Nm/(rad/s)
Cr Resistance constant torque 14.85 · 10−3 Nm

Table 2: List of motor parameters

C Implementation of the model in Simulink

The first task to accomplish for this lab is to: construct a MATLAB Simulink model for the “dynamical
model of the mechanical system,” corresponding to equations (7) and (8). Note that you will not need to
model the electrical system for this task.

The resulting block model should have:

• inputs: the torque τ0

• outputs: the variables φ, θ, φ̇ and θ̇.

Questions

• Put an image of the block diagram (e.g., gains, integrators, sums, etc.) corresponding to the model
of the Pololu Balboa 32U4 implemented in Simulink.

• Set the input corresponding to τ to 0, and test the nonlinear model with an initial angle θ = 10[°]
and θ = 45[°]. What do you obtain? Is it coherent with the expected behavior of the robot?

D Control of the balancing robot

In this section, we will design a control law for the robot and implement it in the real system.
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Figure 6: Block model of the robot in Simulink.

D.1 Linearization of the mechanical model

Our goal is to control the robot around its vertical position (i.e., θ = 0) using linear control techniques. To
do this, we first need to linearize the nonlinear mechanical model (eqs. (7)-(8)) around the equilibrium point
θ∗ = 0.

Using the approximations cos θ ≈ 1 and sin θ ≈ θ valid for θ ≈ 0, the linearized version of (7)-(8) is:

E

[
φ̈(t)

θ̈(t)

]
+Gθ(t) = Fτ0(t), (15)

where:

E =

[
Iw + r2(mw +mp) mprℓ

mprℓ Ip +mpℓ
2

]
, G =

[
0

−mpgℓ

]
, F =

[
1
0

]
.

In this system, E represents the inertia matrix, G the gravitational vector and F the control vector of the robot.
Then, by defining the state vector:

x(t) =


φ(t)
θ(t)
φ̇(t)

θ̇(t)

 ,

we obtain the linear state space representation:

ẋ = Ax+Bτ0 (16)

where:

A =


0 0 1 0
0 0 0 1
0 0 0
0

−E−1G
0 0

 , B =


0
0

E−1F

 ,

D.2 State feedback control

In this section, we will use state feedback to balance the robot or, equivalently, to control the pendulum towards
its vertical equilibrium. Consider the following control loop for the linearized model:

Linearized model
<latexit sha1_base64="WgRZdStVZwoJvLgxaVlRdSe11ns=">AAAB/nicbVDLSgMxFM3UV62vUXHlJlgUQSgzItWNUOvGZQX7gHYYMmmmDc08SO5Iy1DwV9y4UMSt3+HOvzFtZ6GtBy4czrk3ufd4seAKLOvbyC0tr6yu5dcLG5tb2zvm7l5DRYmkrE4jEcmWRxQTPGR14CBYK5aMBJ5gTW9wO/Gbj0wqHoUPMIqZE5BeyH1OCWjJNQ863QjS4fjk+gYPz6q4AyRxLdcsWiVrCrxI7IwUUYaaa37pd2gSsBCoIEq1bSsGJyUSOBVsXOgkisWEDkiPtTUNScCUk07XH+NjrXSxH0ldIeCp+nsiJYFSo8DTnQGBvpr3JuJ/XjsB/8pJeRgnwEI6+8hPBIYIT7LAXS4ZBTHShFDJ9a6Y9okkFHRiBR2CPX/yImmcl+xyqXx/UaxUszjy6BAdoVNko0tUQXeohuqIohQ9o1f0ZjwZL8a78TFrzRnZzD76A+PzB5DjlJk=</latexit>

ẋ = Ax + Bω0

Controller
<latexit sha1_base64="ME+vJxkrf80m+gu/UqZZXbT6lC8=">AAAB83icbVBNSwMxEM36WetX1aOXYBG8WHZFqheh6EXwUsF+QHcp2TTbhmazSzIRy9K/4cWDIl79M978N6btHrT1wcDjvRlm5oWp4Bpc99tZWl5ZXVsvbBQ3t7Z3dkt7+02dGEVZgyYiUe2QaCa4ZA3gIFg7VYzEoWCtcHgz8VuPTGmeyAcYpSyISV/yiFMCVvJ9IKbr4it8evfULZXdijsFXiReTsooR71b+vJ7CTUxk0AF0brjuSkEGVHAqWDjom80Swkdkj7rWCpJzHSQTW8e42Or9HCUKFsS8FT9PZGRWOtRHNrOmMBAz3sT8T+vYyC6DDIuUwNM0tmiyAgMCZ4EgHtcMQpiZAmhittbMR0QRSjYmIo2BG/+5UXSPKt41Ur1/rxcu87jKKBDdIROkIcuUA3dojpqIIpS9Ixe0ZtjnBfn3fmYtS45+cwB+gPn8wdh9ZCf</latexit>

ω0 = →Kx
<latexit sha1_base64="vtUhjvouiS6k76ttA9H6+OxdfEI=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHaNQY9ELx4hkUcCGzI79MLI7OxmZtZICF/gxYPGePWTvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR7cxvPaLSPJb3ZpygH9GB5CFn1Fip/tQrltyyOwdZJV5GSpCh1it+dfsxSyOUhgmqdcdzE+NPqDKcCZwWuqnGhLIRHWDHUkkj1P5kfuiUnFmlT8JY2ZKGzNXfExMaaT2OAtsZUTPUy95M/M/rpCa89idcJqlByRaLwlQQE5PZ16TPFTIjxpZQpri9lbAhVZQZm03BhuAtv7xKmhdlr1Ku1C9L1ZssjjycwCmcgwdXUIU7qEEDGCA8wyu8OQ/Oi/PufCxac042cwx/4Hz+AOnLjQc=</latexit>x

<latexit sha1_base64="vtUhjvouiS6k76ttA9H6+OxdfEI=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHaNQY9ELx4hkUcCGzI79MLI7OxmZtZICF/gxYPGePWTvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR7cxvPaLSPJb3ZpygH9GB5CFn1Fip/tQrltyyOwdZJV5GSpCh1it+dfsxSyOUhgmqdcdzE+NPqDKcCZwWuqnGhLIRHWDHUkkj1P5kfuiUnFmlT8JY2ZKGzNXfExMaaT2OAtsZUTPUy95M/M/rpCa89idcJqlByRaLwlQQE5PZ16TPFTIjxpZQpri9lbAhVZQZm03BhuAtv7xKmhdlr1Ku1C9L1ZssjjycwCmcgwdXUIU7qEEDGCA8wyu8OQ/Oi/PufCxac042cwx/4Hz+AOnLjQc=</latexit>x <latexit sha1_base64="T2O7rSuXwBVq/o9kquDWYZMaB+w=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi1WPRi8cK9gPaUDbbTbt2sxt2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZemAhu0PO+ncLa+sbmVnG7tLO7t39QPjxqGZVqyppUCaU7ITFMcMmayFGwTqIZiUPB2uH4dua3n5g2XMkHnCQsiMlQ8ohTglZq9ZCkfa9frnhVbw53lfg5qUCORr/81RsomsZMIhXEmK7vJRhkRCOngk1LvdSwhNAxGbKupZLEzATZ/Nqpe2aVgRspbUuiO1d/T2QkNmYSh7YzJjgyy95M/M/rphhdBxmXSYpM0sWiKBUuKnf2ujvgmlEUE0sI1dze6tIR0YSiDahkQ/CXX14lrYuqX6vW7i8r9Zs8jiKcwCmcgw9XUIc7aEATKDzCM7zCm6OcF+fd+Vi0Fpx85hj+wPn8AUsLjvY=</latexit>ω0

Figure 7: Closed-loop control system of the robot.
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Following the diagram, the state feedback law to be applied is:

τ0(t) = −Kx = −K ·


φ(t)
θ(t)
φ̇(t)

θ̇(t)

 . (17)

To choose the closed-loop poles, we will consider two pole placement methods:

Bessel pole locations: based on Bessel’s method, the desired pole locations for a system with four state
variables and a specified settling time ts should be placed at:

LBessel =
1

ts
· {−4.016 + 5.072i,−4.016− 5.072i,−5.528 + 1.655i, ,−5.528− 1.655i}. (18)

Integral of Time-weighted Absolute Error (ITAE) pole locations: based on the ITAE method, the
desired pole locations for a system with four state variables and a specified settling time ts should be placed at:

LITAE =
1

ts
· {−4.236 + 12.617i,−4.236− 12.617i,−6.254 + 4.139i,−6.254− 4.139i}. (19)

The second task to accomplish for this lab is to: use MATLAB to compute the state feedback matrix
KBessel such that the closed-loop poles are placed at LBessel, and the state feedback matrix KITAE

such that the closed-loop poles are placed at LITAE.

For the value of ts, you are asked to consider two values: ts = 0.8[s] and ts = 1.#group[s] (e.g., group 1:
ts = 1.01[s], group 38: ts = 1.38[s]).

To obtain K, you have to use the function place(A,B,p) in MATLAB, where p is the vector with the desired
poles.

Put the values of KBessel and KITAE in your report.

D.3 Simulation of the controller in Simulink

The third task to accomplish for this lab is: apply the two controllers you obtained above to the
Simulink model you constructed.

Questions

• Test the different gains Kx with an initial value θ = 10[°] and θ = 90[°]. Does the system remain
at the equilibrium point θ∗ = 0?

• Compare the results obtained with Bessel and ITAE. Which one has a better performance?
• Based on the control law ua, justify why the modeling of the electrical part in Simulink does not
provide any information.

• Notice that you designed a controller for a linear model, but you are applying it now to a nonlinear
model. Comment on this aspect.

D.4 Reference tracking (Bonus part)

Linearized model
<latexit sha1_base64="WgRZdStVZwoJvLgxaVlRdSe11ns=">AAAB/nicbVDLSgMxFM3UV62vUXHlJlgUQSgzItWNUOvGZQX7gHYYMmmmDc08SO5Iy1DwV9y4UMSt3+HOvzFtZ6GtBy4czrk3ufd4seAKLOvbyC0tr6yu5dcLG5tb2zvm7l5DRYmkrE4jEcmWRxQTPGR14CBYK5aMBJ5gTW9wO/Gbj0wqHoUPMIqZE5BeyH1OCWjJNQ863QjS4fjk+gYPz6q4AyRxLdcsWiVrCrxI7IwUUYaaa37pd2gSsBCoIEq1bSsGJyUSOBVsXOgkisWEDkiPtTUNScCUk07XH+NjrXSxH0ldIeCp+nsiJYFSo8DTnQGBvpr3JuJ/XjsB/8pJeRgnwEI6+8hPBIYIT7LAXS4ZBTHShFDJ9a6Y9okkFHRiBR2CPX/yImmcl+xyqXx/UaxUszjy6BAdoVNko0tUQXeohuqIohQ9o1f0ZjwZL8a78TFrzRnZzD76A+PzB5DjlJk=</latexit>

ẋ = Ax + Bω0

Controller

<latexit sha1_base64="vtUhjvouiS6k76ttA9H6+OxdfEI=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHaNQY9ELx4hkUcCGzI79MLI7OxmZtZICF/gxYPGePWTvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR7cxvPaLSPJb3ZpygH9GB5CFn1Fip/tQrltyyOwdZJV5GSpCh1it+dfsxSyOUhgmqdcdzE+NPqDKcCZwWuqnGhLIRHWDHUkkj1P5kfuiUnFmlT8JY2ZKGzNXfExMaaT2OAtsZUTPUy95M/M/rpCa89idcJqlByRaLwlQQE5PZ16TPFTIjxpZQpri9lbAhVZQZm03BhuAtv7xKmhdlr1Ku1C9L1ZssjjycwCmcgwdXUIU7qEEDGCA8wyu8OQ/Oi/PufCxac042cwx/4Hz+AOnLjQc=</latexit>x

<latexit sha1_base64="vtUhjvouiS6k76ttA9H6+OxdfEI=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHaNQY9ELx4hkUcCGzI79MLI7OxmZtZICF/gxYPGePWTvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR7cxvPaLSPJb3ZpygH9GB5CFn1Fip/tQrltyyOwdZJV5GSpCh1it+dfsxSyOUhgmqdcdzE+NPqDKcCZwWuqnGhLIRHWDHUkkj1P5kfuiUnFmlT8JY2ZKGzNXfExMaaT2OAtsZUTPUy95M/M/rpCa89idcJqlByRaLwlQQE5PZ16TPFTIjxpZQpri9lbAhVZQZm03BhuAtv7xKmhdlr1Ku1C9L1ZssjjycwCmcgwdXUIU7qEEDGCA8wyu8OQ/Oi/PufCxac042cwx/4Hz+AOnLjQc=</latexit>x <latexit sha1_base64="T2O7rSuXwBVq/o9kquDWYZMaB+w=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi1WPRi8cK9gPaUDbbTbt2sxt2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZemAhu0PO+ncLa+sbmVnG7tLO7t39QPjxqGZVqyppUCaU7ITFMcMmayFGwTqIZiUPB2uH4dua3n5g2XMkHnCQsiMlQ8ohTglZq9ZCkfa9frnhVbw53lfg5qUCORr/81RsomsZMIhXEmK7vJRhkRCOngk1LvdSwhNAxGbKupZLEzATZ/Nqpe2aVgRspbUuiO1d/T2QkNmYSh7YzJjgyy95M/M/rphhdBxmXSYpM0sWiKBUuKnf2ujvgmlEUE0sI1dze6tIR0YSiDahkQ/CXX14lrYuqX6vW7i8r9Zs8jiKcwCmcgw9XUIc7aEATKDzCM7zCm6OcF+fd+Vi0Fpx85hj+wPn8AUsLjvY=</latexit>ω0
<latexit sha1_base64="7CDz+hFii/hnzm/SPcG6JVj1JjA=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoMgCGFXJHoMevGYgHlAsoTZSW8yZnZ2mZkVQsgXePGgiFc/yZt/4yTZgyYWNBRV3XR3BYng2rjut5NbW9/Y3MpvF3Z29/YPiodHTR2nimGDxSJW7YBqFFxiw3AjsJ0opFEgsBWM7mZ+6wmV5rF8MOME/YgOJA85o8ZK9YteseSW3TnIKvEyUoIMtV7xq9uPWRqhNExQrTuemxh/QpXhTOC00E01JpSN6AA7lkoaofYn80On5MwqfRLGypY0ZK7+npjQSOtxFNjOiJqhXvZm4n9eJzXhjT/hMkkNSrZYFKaCmJjMviZ9rpAZMbaEMsXtrYQNqaLM2GwKNgRv+eVV0rwse5VypX5Vqt5mceThBE7hHDy4hircQw0awADhGV7hzXl0Xpx352PRmnOymWP4A+fzB3UXjLo=</latexit>

+
<latexit sha1_base64="K7phoZ3QXjUefl86G9MfI08I0Ys=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgxbArEj0GvXhMwDwgWcLspDcZMzu7zMwKIeQLvHhQxKuf5M2/cZLsQRMLGoqqbrq7gkRwbVz328mtrW9sbuW3Czu7e/sHxcOjpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGdzO/9YRK81g+mHGCfkQHkoecUWOl+kWvWHLL7hxklXgZKUGGWq/41e3HLI1QGiao1h3PTYw/ocpwJnBa6KYaE8pGdIAdSyWNUPuT+aFTcmaVPgljZUsaMld/T0xopPU4CmxnRM1QL3sz8T+vk5rwxp9wmaQGJVssClNBTExmX5M+V8iMGFtCmeL2VsKGVFFmbDYFG4K3/PIqaV6WvUq5Ur8qVW+zOPJwAqdwDh5cQxXuoQYNYIDwDK/w5jw6L86787FozTnZzDH8gfP5A3gfjLw=</latexit>→

<latexit sha1_base64="K4o34ZlJaHC5mNIwIZLaiZSdP7w=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KolI9Vj04rEF+wFtKJvtpF272YTdjVBCf4EXD4p49Sd589+4bXPQ1gcDj/dmmJkXJIJr47rfztr6xubWdmGnuLu3f3BYOjpu6ThVDJssFrHqBFSj4BKbhhuBnUQhjQKB7WB8N/PbT6g0j+WDmSToR3QoecgZNVZqqH6p7FbcOcgq8XJShhz1fumrN4hZGqE0TFCtu56bGD+jynAmcFrspRoTysZ0iF1LJY1Q+9n80Ck5t8qAhLGyJQ2Zq78nMhppPYkC2xlRM9LL3kz8z+umJrzxMy6T1KBki0VhKoiJyexrMuAKmRETSyhT3N5K2IgqyozNpmhD8JZfXiWty4pXrVQbV+XabR5HAU7hDC7Ag2uowT3UoQkMEJ7hFd6cR+fFeXc+Fq1rTj5zAn/gfP4A4LONAQ==</latexit>r
<latexit sha1_base64="P143pr91MQt5ZLnZ2j3xPs8LLgs=">AAAB+XicbVBNS8NAEN34WetX1KOXxSLUQ0siUr0IRS+Clwr2A9oQNtttu3SzCbuTYgn9J148KOLVf+LNf+O2zUFbHww83pthZl4QC67Bcb6tldW19Y3N3FZ+e2d3b98+OGzoKFGU1WkkItUKiGaCS1YHDoK1YsVIGAjWDIa3U785YkrzSD7COGZeSPqS9zglYCTftjtAEt/B17h0X3wqqTPfLjhlZwa8TNyMFFCGmm9/dboRTUImgQqiddt1YvBSooBTwSb5TqJZTOiQ9FnbUElCpr10dvkEnxqli3uRMiUBz9TfEykJtR6HgekMCQz0ojcV//PaCfSuvJTLOAEm6XxRLxEYIjyNAXe5YhTE2BBCFTe3YjogilAwYeVNCO7iy8ukcV52K+XKw0WhepPFkUPH6AQVkYsuURXdoRqqI4pG6Bm9ojcrtV6sd+tj3rpiZTNH6A+szx/pF5Ho</latexit>

ω0 = →K(x → r)

Figure 8: Reference tracking loop.
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So far, you have designed a controller to balance the robot, but the robot remains stationary without advancing
from its departure point. To have the robot advance from its initial position, consider the feedback loop in
Fig. 8. Following the block diagram, and because making the robot advance corresponds to modifying φ(t) only,
the feedback law now becomes:

τ0(t) = −Kx ·


φ(t)− r(t)

θ(t)
φ̇(t)

θ̇(t)

 . (20)

The task here is: adjust your Simulink model to account for the additional reference signal.

Your diagram should look similar to Fig. 9. For the reference of the trajectory use the block Pulse generator
of Simulink with appropriate values (free choice).

Figure 9: Block model of the robot in Simulink with the full state feedback control.

D.5 Preparation for the implementation on the real-world robot

Since for the physical robot we cannot actuate directly τ0, but we can only decide what voltage is applied to
the motors onboard, we need to translate torque inputs into voltage inputs. This can be done using (14):

ua = a · τ0 + b · φ̇+ c · sgn(φ̇).

For this reason, when you will implement your controller on the real robot, your controller will be the cascade
of the state feedback controller you designed above and the torque-voltage conversion map. This is illustrated
in Figure 10.

Onboard controller
Physical robotController

<latexit sha1_base64="ME+vJxkrf80m+gu/UqZZXbT6lC8=">AAAB83icbVBNSwMxEM36WetX1aOXYBG8WHZFqheh6EXwUsF+QHcp2TTbhmazSzIRy9K/4cWDIl79M978N6btHrT1wcDjvRlm5oWp4Bpc99tZWl5ZXVsvbBQ3t7Z3dkt7+02dGEVZgyYiUe2QaCa4ZA3gIFg7VYzEoWCtcHgz8VuPTGmeyAcYpSyISV/yiFMCVvJ9IKbr4it8evfULZXdijsFXiReTsooR71b+vJ7CTUxk0AF0brjuSkEGVHAqWDjom80Swkdkj7rWCpJzHSQTW8e42Or9HCUKFsS8FT9PZGRWOtRHNrOmMBAz3sT8T+vYyC6DDIuUwNM0tmiyAgMCZ4EgHtcMQpiZAmhittbMR0QRSjYmIo2BG/+5UXSPKt41Ur1/rxcu87jKKBDdIROkIcuUA3dojpqIIpS9Ixe0ZtjnBfn3fmYtS45+cwB+gPn8wdh9ZCf</latexit>

ω0 = →Kx

Torque-voltage conversion
<latexit sha1_base64="jI9nLwcxbd+yGEtIiO8V0bnCydc=">AAACOnicbVDLSgMxFM34tr6qLt0Ei6IIZUZE3QiiG5cKVoVOGe6kaRvMZMbkRixDv8uNX+HOhRsXirj1A0zbWfi6cMPJueeQ3BNnUhj0/SdvZHRsfGJyaro0Mzs3v1BeXLowqdWM11gqU30Vg+FSKF5DgZJfZZpDEkt+GV8f9+eXt1wbkapz7Ga8kUBbiZZggI6Kymc2gvUDCFkzxRDBRv5WPLz0+xZ01hFhWFqn4Y2F5uCgW6yQ8zvMTVv1Nr6JN6Nyxa/6g6J/QVCACinqNCo/OjuzCVfIJBhTD/wMGzloFEzyXim0hmfArqHN6w4qSLhp5IPVe3TNMU3aSrVrhXTAfnfkkBjTTWKnTAA75vesT/43q1ts7TdyoTKLXLHhQy0rKaa0nyNtCs0Zyq4DwLRwf6WsAxoYurRLLoTg98p/wcV2Ndit7p7tVA6PijimyApZJRskIHvkkJyQU1IjjNyTZ/JK3rwH78V79z6G0hGv8CyTH+V9fgH6N641</latexit>

ua = a · ω0 + b · ε̇
+ c · sgn(ε̇)

<latexit sha1_base64="vtUhjvouiS6k76ttA9H6+OxdfEI=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHaNQY9ELx4hkUcCGzI79MLI7OxmZtZICF/gxYPGePWTvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR7cxvPaLSPJb3ZpygH9GB5CFn1Fip/tQrltyyOwdZJV5GSpCh1it+dfsxSyOUhgmqdcdzE+NPqDKcCZwWuqnGhLIRHWDHUkkj1P5kfuiUnFmlT8JY2ZKGzNXfExMaaT2OAtsZUTPUy95M/M/rpCa89idcJqlByRaLwlQQE5PZ16TPFTIjxpZQpri9lbAhVZQZm03BhuAtv7xKmhdlr1Ku1C9L1ZssjjycwCmcgwdXUIU7qEEDGCA8wyu8OQ/Oi/PufCxac042cwx/4Hz+AOnLjQc=</latexit>x

<latexit sha1_base64="vtUhjvouiS6k76ttA9H6+OxdfEI=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHaNQY9ELx4hkUcCGzI79MLI7OxmZtZICF/gxYPGePWTvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR7cxvPaLSPJb3ZpygH9GB5CFn1Fip/tQrltyyOwdZJV5GSpCh1it+dfsxSyOUhgmqdcdzE+NPqDKcCZwWuqnGhLIRHWDHUkkj1P5kfuiUnFmlT8JY2ZKGzNXfExMaaT2OAtsZUTPUy95M/M/rpCa89idcJqlByRaLwlQQE5PZ16TPFTIjxpZQpri9lbAhVZQZm03BhuAtv7xKmhdlr1Ku1C9L1ZssjjycwCmcgwdXUIU7qEEDGCA8wyu8OQ/Oi/PufCxac042cwx/4Hz+AOnLjQc=</latexit>x <latexit sha1_base64="hYIP4v/k/sSFa8T6UMgW8fiHbyM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqseiF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilh7RP++WKW3XnIKvEy0kFcjT65a/eIGZpxBUySY3pem6CfkY1Cib5tNRLDU8oG9Mh71qqaMSNn81PnZIzqwxIGGtbCslc/T2R0ciYSRTYzojiyCx7M/E/r5tieO1nQiUpcsUWi8JUEozJ7G8yEJozlBNLKNPC3krYiGrK0KZTsiF4yy+vktZF1atVa/eXlfpNHkcRTuAUzsGDK6jDHTSgCQyG8Ayv8OZI58V5dz4WrQUnnzmGP3A+fwBTcI3Y</latexit>ua
<latexit sha1_base64="T2O7rSuXwBVq/o9kquDWYZMaB+w=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi1WPRi8cK9gPaUDbbTbt2sxt2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZemAhu0PO+ncLa+sbmVnG7tLO7t39QPjxqGZVqyppUCaU7ITFMcMmayFGwTqIZiUPB2uH4dua3n5g2XMkHnCQsiMlQ8ohTglZq9ZCkfa9frnhVbw53lfg5qUCORr/81RsomsZMIhXEmK7vJRhkRCOngk1LvdSwhNAxGbKupZLEzATZ/Nqpe2aVgRspbUuiO1d/T2QkNmYSh7YzJjgyy95M/M/rphhdBxmXSYpM0sWiKBUuKnf2ujvgmlEUE0sI1dze6tIR0YSiDahkQ/CXX14lrYuqX6vW7i8r9Zs8jiKcwCmcgw9XUIc7aEATKDzCM7zCm6OcF+fd+Vi0Fpx85hj+wPn8AUsLjvY=</latexit>ω0

<latexit sha1_base64="vtUhjvouiS6k76ttA9H6+OxdfEI=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHaNQY9ELx4hkUcCGzI79MLI7OxmZtZICF/gxYPGePWTvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR7cxvPaLSPJb3ZpygH9GB5CFn1Fip/tQrltyyOwdZJV5GSpCh1it+dfsxSyOUhgmqdcdzE+NPqDKcCZwWuqnGhLIRHWDHUkkj1P5kfuiUnFmlT8JY2ZKGzNXfExMaaT2OAtsZUTPUy95M/M/rpCa89idcJqlByRaLwlQQE5PZ16TPFTIjxpZQpri9lbAhVZQZm03BhuAtv7xKmhdlr1Ku1C9L1ZssjjycwCmcgwdXUIU7qEEDGCA8wyu8OQ/Oi/PufCxac042cwx/4Hz+AOnLjQc=</latexit>x

Figure 10: Block diagram of the real robot with torque-voltage conversion.

E Arduino setup

It is now time to implement the controllers you derived on the real robot.
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Important

Those robots are expensive and fragile. We ask you to be gentle with them, and to avoid to make
them fall or to damage them in any way. The robots must be tested exclusively in the safe area
depicted in Figure 2.

To proceed, we ask you to use your personal computer for this laboratory. It must have a USB port with a type
A connector (to plug the cable to link the robot and your computer), or a converter that has such a port. If for
any reason you cannot use a personal computer, please contact the teaching assistants2.

First, you have to download the Arduino IDE. Go to https://www.arduino.cc/en/software, download the
latest Arduino IDE for your personal setup and install it on your computer. Open the IDE on your computer.

Then, follow these steps.

1. Go to Boards manager, and install Arduino AVR Boards (by Arduino).

2. Go to Library manager, and install LSM6 (by Pololu), and Balboa32U4 (also by Pololu).

3. Open File > Examples > Balboa32U4 > Balancer.

4. Save Balancer on your computer with Cmd/Ctrl + S.

Now, you are ready to upload the algorithm on the robot. To do that, follow these steps.

1. Connect the robot to your computer with the given USB cable. You should see Arduino Leonardo
appear in the list on the upper left corner of the IDE, such as shown in Figure 11. Select it. If it didn’t
appear, manually select the appropriate COM port and specify Arduino Leonardo as a board.

2. Click on the Upload button on the left of the list. It is the arrow in Figure 11.

3. Wait for the message ”Done uploading” in the IDE, and make sure that the light is green on the board of
the robot.

Figure 11: The Arduino Leonardo board appears next to other boards/ports such as Bluetooth and USB ports.

You are now ready to test the robot! To make the robot balancing, follow these steps.

1. If connected, disconnect the USB cable.

2. Place the robot inside its rolling area, in the same position as in Figure 12.

3. Make sure that the toggle switch is at the left position, such as Figure 13.

4. Click on the button just above the toggle switch, and wait for the green light.

5. Gently put the robot on balance position such as illustrated in Figure 14, and see the magic happening!

F Experiments description

This section contains the description of the experiments that you have to perform. First, we will ask you to
draw a parallel between the implemented controller and a classical control strategy seen in class. Second,

2renato.vizueteharo@uclouvain.be and francois.wielant@uclouvain.be
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Figure 12: Initial position of the robot.

Figure 13: Board of the robot, with the concerned buttons highlighted.

Figure 14: The robot is put on balance position.

we will ask you to implement the full state feedback controller designed in previous sections and modify the
desired trajectory.

9
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F.1 Identification of classical strategies

First, go to Balance.cpp and have a look at the balanceUpdate function at line 184. This function is called
from Balancer.ino in the loop function that constantly runs when the robot is powered on. In particular,
have a closer look at the balance function at line 59.

To help you understand the code you will find below a list of the main variables to know and their signification
for the real system.

• angle [mdeg] - The angle of the body relative to vertical;

• angleRate [deg/s] - The rate of rotation, or rational speed of the body;

• distanceLeft/distanceRight [some unit] - Encoder-based distance from original position of the left-
/right wheel;

• speedLeft/speedRight [some unit] - Encoder-based speed of left/right wheel;

Questions

• Explain in a few lines how the implemented controller works.
• Draw a parallel between those functions and the full state feedback controller seen in class. If the
latter can be divided into different parts, make the link between every part and the implemented
controller.

Important

Please provide answers using your own words. Copy/pasting from any other source will be severely
penalized.

F.2 Implementation of state feedback control

For this section, you have to open the project State Feedback (available on Moodle). In the function balance

of the file Balance.cpp of this project you have to introduce the gains obtained with Bessel and ITAE for
ts = 1.2[s] (remember that you must use the matrix B′ instead of B). Next, you have to upload the code to
the robot and test the behavior. Try to gently move the robot from the equilibrium position as a disturbance
to verify the performance of the controller.

F.3 Implementation of reference tracking control

The objective now is to adjust your controller to implement the reference tracking controller (20). The goal is
to make the robot move forward 50[cm] in 2[s]. Then, it must stay in that position during 3[s] and return to the
original position in 2[s], where it must stay again during 3[s]. Finally, the robot must follow the same trajectory
again (i.e., a repeating sequence). To do this, you have to modify the output ua in the function balance and
the parameters of the function refTrack.

Questions

• Why does the gain K3 have an additional value?
• Write the code that you modified for the implementation of the trajectory tracking.
• Compare again the results obtained with Bessel and ITAE. Which one has a better performance?
Is it coherent with the simulation?

G Deliverable

You are asked to write a one-page report of the experiment (including student names and all the necessary
information, reports longer than one page will not be accepted), in which you provide an answer to all the
questions in the green boxes above.

The summary should be concise but complete, and should reflect your understanding of the laboratory
material as much as possible. It must contain at least the following items.

• The NOMA and names of all the members of the group;

10
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• An answer to every question in the green boxes;

You have to send one copy of the report per group on the corresponding Moodle activity. Each report
is due on ’day’+1 at 23:59, where ’day’ is the day you completed the lab experience. No report
submitted after this deadline will be considered for correction.

Contact
For any practical or theoretical question, please contact:

Renato Vizuete (Office: A.-116): renato.vizueteharo@uclouvain.be

François Wielant (Office: A.-122): francois.wielant@uclouvain.be
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